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EXECUTIVE SUMMARY

(1) The Symposium was organized in recognition of the strong present-day interest in dynamic stability of aerospace
vehicles. The purpose of the Symposium was to discuss the specific needs for dynamic stability information, the
form in which it should be presented and the various means of obtaining it.

(2) The modem aerospace vehicle is often exposed to unsteady, irregular or asymmetrical flow fields that may have signi-
ficant effects on its characteristics of motion. This is caused by the fact that the flight envelope of a present-day
military aircraft or missile often encompasses flight at high angles of attack, flight at non-zero sideslip angles and the
ability to perfoim translational maneuvers. An additional complication arises because of the geometry of a military
fighter aircraft which often includes a long forebody, particularly conducive to complex flows at higher angles of
attack. Such flight conditions and aircraft configurations induce flow phenomena such as flow separation, vortex
shedding, vortex bursts, etc., which are highly non-linear and complex and can strongly affect both the static and
the dynamic stability parameters. This is in sharp contrast with the situation that existed only a few years ago, when
the aircraft were exposed primarily to relatively orderly flow at low angles of attack and zero sideslip, and when the
dynamic stability problems were considered to be well under control for most flight conditions except, maybe,
during some phases of the stall/spin maneuver.

(3) One of the most important steps needed to gain a satisfactory understanding of the flight dynamics of an aircraft
exposed to these complex flow fields is the establishment and the verification of a necessary mathematical model to
describe its motions. The verification should be conducted by determining a complete set of stability parameters for
a particular configuration, by predicting a series of extreme maneuvers, and by comparing them with the actual
flight histories. Although the verification should be sought at the lowest necessary level of sophistication of the
mathematical model, it is almost certain that such a model must include non-linear and time-dependent terms.

(4) The flow phenomena mentioned under (2) are directly responsible for a number of important effects that may have
a considerable impact on the stability analysis of a modem aerospace vehicle. The following should be mentioned
here:

(a) the strong non-linear dependence of almost all stability parameters on angle of attack and, to some extent, also
on angle of sideslip and rate of spin. As a result, stability derivatives can no longer be considered as constants,
but must be determined as functions of nominal flight conditions. This greatly increases the number of
required experiments. In more extreme cases, in the presence of significant nonlinearities or of several large
aerodynamic terms in the equations of motion, the principle of linear superposition and the use of derivatives
may have to be abandoned altogether;

(b) the significant static and dynamic cross-coupling effects that have been shown to exist between the lateral and
the longitudinal degrees of freedom. This makes it necessary to consider the lateral and the longitudinal
equations of motion simultaneously and not in two separate groups as often done in the past. New experi-
mental techniques, some of which already described at the Symposium, are needed to determine the dynamic
cross-coupling derivatives;

(c) the translational acceleration effects, such as can be encountered when the aircraft performs a plunging or a
transversal oscillation. This has direct application to aircraft equipped with direct-lift or direct-sideforce
controls. The translational acceleration derivatives are also necessary to separate correctly derivatives appearing
in composite expressions such as result from traditional oscillatory experiments around a fixed axis.

So far, relatively little work has been done in the above-mentioned areas and an accelerated program of research is
most urgently required.

(5) Six countries reported on new developments in wind-tunnel techniques for dynamic stability testing. At present the
most useful among such techniques appears to be the technique of rigidly forced oscillation, which provides a direct
measurement of the quantities required, can be used in the presence of considerable static loads and can be applied
for measuring direct as well as cross and cross-coupling derivatives due to both angular and translational oscillation.
In addition, two countries use an indirect technique, which employs a multi-degree-of-freedom elastically forced
oscillation and where the derivatives are obtained by solving an assumed set of equations of motion. Furthermore,
in an effort to better simulate the aerodynamic phenomena that are associated with the spin motion of an aircraft,
five countries have recently developed rotary balances, with which the rate of spin can be correctly simulated for an
arbitrary combination of angles of attack and sideslip.
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(6) There was a strong feeling that although the manifestations of some high-angle-of-attack or asymmetrical flows in
terms of their effects on dynamic stability parameters are becoming known, the exact nature of these flows -
especially in oscillatory or unsteady situations - was still largely undefined. Also lacking is detail understanding of
the configuration dependence of such flows. More research into the fluid dynamics aspects of dynamic stability
effects is urgently needed.

(7) In addition to problems indicated in paragraphs (3), (4), (5) and (6), the following areas require increased attention
in the next few years:

(a) control derivatives. This is of particular importance for control-configured vehicles;

(b) stability and control derivatives of aeroelastic configurations. Of special interest here is the possibility of
obtaining dynamic information on aeroelastic configuration from a combination of dynamic rigid model data
and static aeroelastic model data;

(c) wind-tunnel and support interference effects on oscillatory experiments, especially at high angles of attack, and
effects of flow unsteadiness.

(8) The Symposium was attended by about 120 people and consisted of 6 regular sessions, a workshop session for last
moment contributions, and a round table discussion. Four of the regular sessions were devoted to various means of
obtaining dynamic stability parameters, such as represented by wind tunnel techniques, flight test techniques and
analytical techniques; this was followed by a session on motion analysis and nonlinear formulations and another one
on sensitivity and simulator studies. The programme contained 8 invited and 28 contributed papers from 7
countries. Four participants availed themselves of the opportunity of presenting additional material during the
workshop session.

(9) One of the most important aspects of the Symposium was that it brought together specialists of all the four
disciplines involved, that is wind tunnel and flight test experts and people who carry out fluid dynamics and flight
mechanics analyses. It is, of course, only through a simultaneous use of all these disciplines that a better under-
standing of the flight dynamics of a modem aircraft can be achieved. Very few meetings of this nature, if any, ever
take place. There was a general feeling among the participants that another such symposium in three to four years
time would fulfill an equally useful role, especially in view of the unusual, complex configurations that are now
being considered for the future generations of military aircraft.
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TECHNIQUES FOR DYNAMIC STABILITY

TESTING IN WIND TUNNELS

by

K.J. Orlik-Rackemann
Unsteady Aerodynamics Laboratory,

National Aeronautical Establishment,
National Research Council of Canada,

Ottawa, Ontario, KlA OR6,
Canada

SUMMARY

A systematic review is presented of the methods and techniques that are used for
wind-tunnel measurements of the dynamic stability parameters (derivatives) of an aircraft.
The review is illustrated by numerous examples of experimental equipment available in
various aerospace laboratories in Canada, France, the United Kingdom, the United States
and West Germany.

1. INTRODUCTION

The modern aerospace vehicle is exposed - much more often than in the past - to
unsteady flow fields that may have significant effects on its characteristics of motion.
This occurs, for example, whenever an oscillatory motion is experienced by an aircraft
flying at an angle of attack that is high enough to cause flow separation or vortex
shedding, or whenever two configurations flying in close proximity are exposed to some
unsteady disturbance as it may happen immediately after a separation maneuver. In
addition, the modern aircraft often flies in conditions causing significant flow asym-
metry, such as that associated with asymmetric vortex shedding, application of direct
side-force controls or presence of a small angle of sideslip. The space shuttle and the
high performance military aircraft (including CCVs) are prime examples of vehicles for
which these phenomena are of high interest. The unsteady flow fields involved are usually
highly nonlinear and complex and result in stability characteristics that are strong
functions of angle of attack and that may represent a significant aerodynamic coupling
between the longitudinal and the lateral degrees of motion. A good knowledge of
stability characteristics at high angles of attack is essential for a better appreciation
of the entire complex of stall/spin problems and may even lead to a re-examination of the
present formulation of equations of motion.

As a result of the above developments, the dynamic stability information - considered
of rather lesser importance for a number of years - is again becoming an object of
relatively high interest. The reason is obvious: in the past, at low angles of attack,
most of the dynamic stability derivatives were relatively easy to predict analytically,
exhibited as a rule only smaller variations with varying flight conditions and, there-
fore, had only a relatively insignificant or at least a relatively constant effect on
the resulting flight characteristics of the aircraft. In many cases it was therefore
satisfactory, in the flight mechanics analysis, to use a constant value of a particular
dynamic stability derivative, often determined by some simple approximate method of
calculation. With the advent of flight at high angles of attack at high speeds, all that
has drastically changed (Fig. 1). The dynamic stability derivatives are now found to
depend strongly on non-linear effects and can no longer be calculated using relatively
simple linear analytical methods as in the past. Also, these derivatives are known now

AtHIGH

FLOW NINLY L ZEAR, OFTEN ITRONG NONLINEA E ree's

WELL" KNN ASEPA&T IO, TRANSI TION

ANALYTICAL PREDICTION EASY

OF DYNAMIC DERIVATIVES j I NEAN RTENTIAI. /T ,I NNIAE, O NSSNTIHODSAND VANIRI SPECI).A' Vt, APNOSIN*TIOSA "OX NTTONS I es.,
OFT"N ACCEITAI¢t

FIG. 1 THE CHANGING INTEREST IN DYNAMIC N
DERIVATIVES - HIGH a VERSUS LOW a MAGNITUDE OF DYNAMIC NALNN

DERIVAT M S (x) S I .

VARIATION OF DYNAMIC NONE' IM TS L... [ AW A'ID
DERIVATIVES WITH C

EFFECTI OF DYNAP'C OEAI'OA':VES INNGIIA 'RAl "A'PR N"1 11 A RISOn FLIGHT TRH JCTORY N LS' CL STA N AND
I G A OYA 'h NEU.,N-

STABIL!TY AND CONTROL

INTEREST IN DYNAMIC DER!VATIVES LON

to sometimes undergo very large changes, perhaps of one or even two orders of magnitude
and often involving a change of sign, as a result of only a minor variation in flow
conditions (such as in the angle of attack) and therefore can easily become of
significant importance for the flight behaviour of the aircraft. In addition, for an
aircraft rotating in a flat spin, the dynamic stability derivatives at high angles of
attack may also display a nonlinear dependence on the spin rate of rotation. To under-
line the fact that in all these cases stability derivatives no longer can be considered
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constant, a different nomenclature may be needed, and some authors have started
introducing stability parameters instead. In this review paper, however, the term
stability derivatives will mostly be used.

Dynamic stability information can in principle be obtained from model experiments
in many different types of facilities (see e.g. Ref. 1). Here belong, for instance,
tests in aeroballistic or nypervelocity ranges, out-door free-flight tests using either
rocket-propelled or radio-controlled gliding models, wind-tunnel free-flight tests using
freely launched or remotely controlled models, or spin-tunnel experiments. All these
techniques, however, have one common disadvantage - they are not suitable for experiments
at high Reynolds numbers. In addition, although some of them can be used for extraction
of dynamic stability derivatives from thr model motion history, this is rarely done.
Thus the main use of these techniques is -or visual studies of the stability
characteristics and motions of the aircraft, all at low Reynolds numbers.

The best way to obtain model-scale dynamic stability information at realistic
Reynolds and Mach numbers is to perform captive-model experiments in high Reynolds
number wind tunnels, and the present discussion, therefore, will be mainly restricted
to that type of capability. Of course, dynamic stability derivatives can also be
extracted from full-scale flight tests. Since, however, the results of such tests are
obtained too late to significantly affect the design of a new aircraft, the relevant
techniques are not included here. However, it should be kept in mind that full-scale
flight experiments are most essential for correlating the values of various dynamic
stability parameters and the flight behaviour of already existing aircraft. Such
Correlations are badly needed for obtaining a better understanding of the relative
importance of the various derivatives as well as for a realistic evaluation of the
presently used methods of motion analysis, especially with regard to the high angle-of-
attack stall and spin conditions.

Finally, a few words about the importance of simulating, as fully as possible, the
flight Reynolds number. Such a simulation, of course, constitutes one of the standard
requirements for all kinds of aerodynamic testing and may be particularly important at
high angles of attack. Considerable efforts are presently being made to construct new
facilities to satisfy this requirement as well as possible, despite various economical
and technical constraints. However, it is not realistic to expect that any large
facilities may be built specially for the purpose of dynamic testing. There is no need,
therefore, to specify in this paper any desirable values of Reynolds number, other than
by indicating that they should be as high as can be obtained at any particular time. It
should be kept in mind, however, that after a certain amount of dynamic stability informa-
tion - for several configurations and at various flow conditions - has been accummulated,
it may be possible to review the situation again and perhaps to reduce the number of
derivatives for which as complete as possible Reynolds number simulation is essential,
thereby permitting some dynamic stability testing to be performed in smaller, less
expensive, facilities.

2. DYNAMIC STABILITY DERIVATIVES

The concept of a stability derivative is of course related to the traditional form
of equations of motion where the result of a small disturbance from the equilibrium
flight condition is described by linear superposition of contributions caused by the
change in various attitude variables and their time rates of change. The traditional
stability derivatives are constants representing the rate of change of a given aerodynamic
coefficient with the variable in question, at a point where the variable itself is zero.
With present-day interest in flights at relatively high values of some of the displace-
ment variables (such as a, a and the rate of spin) it is necessary to consider stability
derivatives as functions of those variables and apply the proper local value of the
functions for each equilibrium condition. In cases'where the variations described by
these functions are relatively rapid or where the disturbances are no longer very small,
it may also be necessary to replace a particular constant derivative with an analytical
expression defining its variation in the vicinity of the equilibrium position.

Even if we have to recognize that a stability derivative is not always a constant
but may sometimes be a function of one or more displacement variables, the basic experi-
mental methods to obtain the required information remain the same as in the past. The
number of required experiments, however, becomes much larger since, instead of deter-
mining a single value, we must now obtain enough points to define a function. It follows
that it is even more important now than in the past to perform these experiments in an
efficient manner.

The number of necessary experiments is also much larger because many more
derivatives may now be needed. While in the past the dynamic derivatives of interest
were often limited to the three damping derivatives with an occasional mention of the
dynamic cross derivatives, up to three times that many derivatives may be neede for a
modern fighter configuration. The various categories of dynamic derivatives ale
indicated in Table I, together with a set of definitions of dynamic moment derivatives
that follows the North American usage. A similar table can be set up for the dynamic
force derivatives which, however, are often of considerably lesser interest and will,
therefore, not be dwelled on here in any detail. It should be remembered, however,
that some dynamic force derivatives may be quite important in special cases, such as
when considering direct-sideforce or direct-lift controls or when transferring dynamic
moment derivatives from one axis to another.
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TABLE 1
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In addition to the familiar damping derivatives W mq I C nr and C L) and cross

derivatives (C n and C ir ), Table 1 contains also groups of derivatives labelled cross-

coupling derivatives and acceleration derivatives. The first of those, crosa-coupling
derivatives (Cnq, Cjq, Cmr and Cmp) are a direct result of the fact that the modern air-

craft often flies in conditions causing significant flow asymmetry, as indicated before.
These derivatives relate the longitudinal and the lateral degrees of freedom of an
aircraft, providing aerodynamic coupling that did not exist in symmetrical flow condi-
tions which were of main interest in the past. It follows that in cases where these
derivatives are of a significant order of magnitude, the traditional (and very
convenient) separation of equations of motion into longitudinal and lateral groups can
no longer be considered acceptable and that in such cases all these equations have to
be considered simultaneously.

The last group of derivatives is labelled acceleration derivatives and is
represented by moment derivatives due to & and A. The word acceleration refers to
translational acceleration, which in the first approximation is proportional - from the
aerodynamic point of view - to the time rate of change of the angular deflection in the
same plane of motion. The aerodynamic reactions due to vertical acceleration, for
example, are equivalent to those due to the time rate of change in the angle of attack
(&). Similarly, the lateral acceleration is related to the time rate of change in the
angle of sideslip (A). The derivatives associated with these variables are of great
interest in connection with the already mentioned applications of direct-sideforce or
direct-lift controls. They may also be used to separate the purely-rotary derivatives
(such as C mq) from their fixed-axis oscillatory counterparts (such as Cmq + Cma)-

The reason why an oscillation around a fixed axis results in a sum of a purely-
rotary derivatives (such as C mq) and a translational acceleration derivative (such as

Cma) sdmetimes creates confusion and so a few words of explanation may be in order here.

Let us consider, as an example, the longitudinal case. For a free-flying aircraft the
variations in the angle of pitch and in the angle of attack can occur independently of
each other, and each gives rise to a different longitudinal distribution of the normal
velocity. The distribution due to the angle-of-pitch variation (i.e. due to the
pitching velocity q) varies along the chord and intersects zero at the axis of rotation,
while the distribution due to the angle-of-attack variation is constant along the chord.
In the case of an oscillation around a fi~ed axis both variations occur at the same
time and even if the two variables q and a are themselves equal, their effects are jif-
ferent and have to be superimposed. As already indicated, the contribution due to a is
equivalent to one due to vertical acceleration, since a = i/V.

Similarly, in the lateral case, a rolling (p) or a yawing (r) motion around a fixed
axis at an angle of attack causes a simultaneous variation in the rate of change of the
angle of sideslip (A). If a system of body axes is used, the resulting composite
expressions include a trigonometric function of a, such as in Cnr - C n cos or
Cnp + CnA sina.

3. REVIEW OF EXISTING WIND-TUNNEL CAPABILITIES FOR DYNAMIC STABILITY TESTING

It may be useful to spend a moment on examining the availability of equipment for
dynamic stability testing in various countries of the world. About five years ago a
review of the pertinent wind-tunnel capabilities in North America was performed by the
present author (Ref. 2) and a very brief summary of this review will be presented here.
The summary takes into account some of the changes that occurred in those five years
and that happen to be known to the author.

It was found, on the basis of a suitable questionnaire, that 17 organizations in
the USA and Canada have capabilities for dynamic stability testing and these organiza-
tions are listed in Table 2, together with their location, name of a cognizant person
and an abbreviation of their name. Together these organizations operate 37 wind tunnels
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that are suitably equipped for dynamic experiments, and of this total there are 10 hyper-
sonic (or hypervelocity), 9 supersonic, 11 transonic and 7 subsonic wind tunnels. Main
performance data for these tunnels, including the Reynolds number information, are
tabulated in Ref. 2. No corresponding survey was made at that time of the capabilities
outside of North America, but it is well known that such capabilities exist in several
countries, particularly in France, Japan, Sweden, the United Kingdom and West Germany.
A partial list of organizations outside of North America that are equipped for wind-
tunnel dynamic stability measurements is shown in Table 3.

The most important conclusion that can be drawn from Ref. 2 is that, apart from the
low-speed (M < 0.1) capabilities at NASA Langley and some recent developments at NAE and
at PWT, no wind-tunnel capabilities exist at the present time in North America for
measuring dynamic stability derivatives of aircraft at angles of attack higher than 28".
It is quite possible that this conclusion is also representative of the situation in
other countries of the world. On the other hand, considerations such as those presented
in Ref. 3 clearly indicate that the majority, if not all, of the dynamic derivatives
mentioned in Section 2 may be needed for a modern high-performance military aircraft in
a Mach number range up to 0.6 at angles of attack from 200 to 900 and - to a somewhat
smaller degree - also at transonic Mach numbers for angles of attack from 200 to 50.
At Mach numbers up to 0.6 and for angles of attack from 40" to 900 some derivatives
should also be determined as functions of the rate of rotation in a spin, if at all
possible. There is, therefore, at the present time, a considerable gap between the
probable needs and the existing capabilities; this gap, however, is now being reduced by
developmental efforts in several laboratories, where new high-load (= high a) oscil-
latory and rotary balances are being constructed and put into operation.

4. METHODS OF MEASURING DYNAMIC DERIVATIVES

In a review made several years ago (Ref. 1) of the methods of measurement of air-
craft dynamic stability derivatives, the present author introduced a systematic
classification of the various methods, which included both the free flight conditions
and situations where the model was constrained in one or more degrees of freedom, as is
most often the case during wind tunnel experiments. Subsequent categories took into
account the behaviour of the model in the test section (model moving versus model fixed)
and the principal quantity to be measured (reactions versus motion). All in all,
sixteen wind-tunnel methods were identified, many of them containing sub-categories
and most of them represented by several apparatuses, which were in actual use in 1959
(the year of the review) or at any time prior to that.

It would obviously be impractical to attempt, in the short time available, to go
over this 1959 review in any detail, and even less practical to embark on some form of
an expanded version of that review which should include all the developments since that
time. Instead we will examine in some detail some of the more important methods and
techniques that are in use today, with special emphasis on those that are adaptable to
high-load (= high a or high Re) wind-tunnel testing. The old 1959 review (or its 1963
modified version, Ref. 4) still provides, however, a very useful reading for anybody
thinking about developing and constructing a new apparatus in this field, since it
contains a lot of information about various approaches and basic principles on which such
an apparatus could be based or perhaps which, on the contrary, should not even be tried.

In Fig. 2 a list by category is presented of wind-tunnel methods which are in use
today. All methods which cannot be used in a wind tunnel (such as range tests) and
methods which only have historical (such as whirling arm) or conceptual (such as measure-
ment of motion of the rolling flow around a stationary model) significance, have been
omitted. Even so, the practical value of the remaining methods is somewhat uneven, with
the methods employing an oscillating or rotating model being the most important, since
they are best suited for measuring dynamic derivatives at realistic flight conditions
(that is, with proper simulation of angles of attack and sideslip, Mach number and, if
possible, also Reynolds number).

It is, of course, difficult to include all the pertinent information on a figure
such as Fig. 2. "Captive model" refers to a mddel mechanically suspended, and magnetic
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suspension is therefore found under "model free". Similar methods can be employed for
oscillating full and half models, but the latter can, of course, only be used when both
the model and the flow around it are symmetrical. In the present context this restricts
the use of half model techniques to studies of pitching and plunging oscillations at
not too high angles of attack (say up to 20" or so), and to studies of the oscillating
control surfaces and their effects. The continuous rolling experiments can be performed
using both forced and free rotation, whereas in coning and spinning the most usual
measurement is that of aerodynamic reactions. Forced oscillation can be performed using
either constant oscillatory torque or constant oscillatory displacement (inexorable
drive), the latter very important when testing at higher angles of attack, where a large
static aerodynamic moment has to be overcome. Although in most cases each block
represents one particular technique or apparatus, there are cases where a single apparatus
can perform, simultaneously or successively, functions indicated in two or more blocks,
such as combini- coning and spinning, pitching and plunging or using the same equipment
for either forc.d or free oscillation. Finally, the techniques employing free-flying
(in a wind tunnel) or magnetically suspended models are not at present suitable for
dynamic testing at realistic flight conditions, while experiments using a semi-free,
remotely-controlled model usually lead to qualitative (pilot opinion) or cinematographic
results, even if more recently attempts have been made to employ certain derivative-
extraction procedures (originally developed for flight testing) for this type of semi-
free flights in a wind tunnel. More about this later.

In the subsequent sections of this paper the methods indicated in Fig. 2 will be
discussed in some detail, using examples of appropriate experimental equipment that is in
use today in the U.S.A, Canada, U.K. and some other countries. In describing this equip-
ment the present author will be drawing in some cases (indicated by quotation marks) on
descriptions found in the original papers, on the assumption that no one is better
qualified to describe an apparatus than the original researcher. Proper references will,
of course, be indicated everywhere.

This review is based on the author's notes from a 1977 lecture series at the
von K~rm~n Institute for Fluid Dynamics (Ref. 5). However, the description of those
methods and techniques that are separately discussed in this Symposium has been replaced
by a short paragraph and a suitable reference each. For lack of space it was also
necessary to eliminate most of the material dealing with instrumentation and data
acquisition and reduction. To obtain this information the reader is referred to Ref. 5
and the original references for each technique.

5. FORCED-OSCILLATION TECHNIQUES. MEASUREMENT OF REACTIONS.

As mentioned before, this group of techniques can be further subdivided according
to the type of drive. If an electromagnetic drive is used, the amplitude of the applied
torque (or force) is usually constant and the amplitude of the displacement depends on
the total damping in the system. In addition, when the oscillation is around such an axis
and such an angle that a considerable aerodynamic restoring moment exists, the
equilibrium position with the wind on will be different from that with the wind off. If
we assume that the mechanical restoring moment K(x - x ) is zero for x x0 , the wind-on

restoring moment [K(x - x ) + kx] will be zero for x - x', such that x' -x K/(K + k),
0e0 0 0

where the aerodynamic stiffness k can be obtained from local conditions, e.g. for a
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pitching oscillation we have k = (Cm)local/a. In most cases where oscillation is around

zero or small values of angles of attack or sideslip, the mechanical stiffness K is much
larger than k and the difference between x' and x0 is small. For other cases, and

especially for the important pitching oscillation around a high mean angle of attack,
k may be appreciable and, unless cancelled out by some trimming device, may lead to
situations where insufficient free space will be left for the model in which to oscillate
(the model will be hitting a mechanical stop on one side).

The use of an inexorable drive, of the mechanicaZ or hydrauZic type, prevents all
this from happening but usually results in a much more complicated and bulky apparatus.
Most of the high-load apparatuses are of this type. The displacement amplitude is then
kept constant and the amplitude of the applied torque or force is adjusted as needed.
In this technique (also called rigidly forced oscillation) a preselected motion is
imparted to the model and forces and moments between the model and the forcing part of
the apparatus are measured. The model motion may be angular or translational and is
usually sinusoidal, in which case the derivatives are obtained from the in-phase and
quadrature components of the measured aerodynamic reactions. In principle both force and
moment derivatives can be measured, and the measurement can be made in both the same
degree of freedom as the imparted oscillation (resulting in damping derivatives) and
in other degrees of freedom (resulting in cross and cross-coupling derivatives). This
method must therefore be considered as the most general of all the methods listed in
Fig. 2.

It is usually advantageous, especially for single-degree-of-freedom experiments,
to operate at frequencies at or near the resonance, since this minimizes the torque or
force required to sustain the oscillation and also increases the accuracy of the
experiment.

5.1 NASA Langley, Full-Scale Tunnel (M < 0.1)

The NASA Langley forced-oscillation apparatus set-up for pitching experiments in
the Full Scale Tunnel is shown in Fig. 3. With minor changes in the experimental arrange-
ment the same apparatus can also be used for yawing or rolling experiments (Ref. 6).
Force and moment derivatives due to pitching, rolling or yawing around a fixed axis can
be measured at angles of attack up to 1100. The amplitude is adjustable and can be as
high as ±300. A 6-component internal balance is used with on-line data reduction. The
oscillatory motion is imparted to the model by means of a flywheel-driven system of
pushrods and bellcranks, powered by a 3 h.p. electric motor. The frequency of oscilla-
tion (typically 0.5-1.5 Hz ) is varied by changing the speed of the motor. Reference
signals proportional to the sine and cosine of the flywheel rotation angle arkg1nerated
by a precision sine-cosine potentiometer. By multiplying the balance signals by those
reference signals and integrating, the in-phase and out-of-phase (quadrature) aero-
dynamic derivatives are obtained.

5.2 ONERA,Chalais-Meudon

An apparatus similar to the one above is available in the large low-speed wind
tunnels S1 and S2 at Chalais-Meudon, near Paris. Moment derivatives due to pitching,

yawing (Fig. 4) or rolling can be obtained with a 5-component moment balance at angles
of attack up to 300 and angles of sideslip up to 120 in the frequency range of I to 2
Hz (Ref. 7).

dord d ncomomtriqu*

axe I0n tudi°° cl
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(Pitching setup.)

FIG. 3 FORCED-OSCILLATION FIG. 4 FORCED OSCILLATION APPARATUS.
APPARATUS. NASA LANGLEY ONERA CHALAIS-MEUDON (Ref. 7).
FULL SCALE TUNNEL (Ref. (Yawing Setup)
6)
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FIG. 5 FORCED-OSCILLATION PITCH/YAW FIG. 6 FORCED OSCILLATION APPARATUS.
APPARATUS. NASA LANGLEY HIGH ONERA MODANE (Ref. 7).
SPEED TUNNELS (Ref. 9). (Pitching or Yawing Setup).

5.3 NASA Langley, High-Speed Tunnels

In Ref. 8 a forced-oscillation roll apparatus is described that is compatible with
both the 7 x 10 Foot High Speed Wind Tunnel (0.2 < M < 0.85) and the 8-Foot Transonic
Pressure Tunnel (0.2 < M < 1.2). A 2 h.p. variable-speed motor is used to oscillate the
sting and model by means of an offset crank. A torsion spring internal to the sting is
connected to the front of the strain-gauge balance section and provides a restoring
torque which, together with any existing aerodynamic spring, can balance out the model
inertia, when the model is oscillated at velocity resonance. A system of resolvers,
filters, and damped digital voltmeters is used to separate the torque signal into in-
phase and out-of-phase components. The apparatus is designed for a maximum normal force
of 1000 lbs and can be used at angles of attack (or angles of sideslip) of up to 22* .

A similar principle of operation is used for the forced-oscillation pitch/yaw
apparatus depicted in Fig. 5. This apparatus is described in Ref. 9 and has been used
in both the abovementioned wind tunnels. More recently, the hydraulic drive shown in
Fig. 5 has been replaced by a mechanical actuator.

5.4 ONERA Modane

Faorcedoscillation apparatuses are used in the high speed tunnel S 2 at Modane
(0.2 < M < 3.2) for oscillatory experiments in pitch or yaw (Fig. 6) and in roll. An
eccentric drive is used for the pitch (yaw) apparatus and a direct drive and a gear-box
arrangement for the roll apparatus. A 5-component moment balance provides the pertinent
static and damping information; in addition, the rolling apparatus is capable of
measuring the cross derivative of the yawing moment due to rolling. Frequency range is
of the order of 5 to 10 Hz.

5.5 AEDC-VKF
One of the typical VKF forced-oscillation apparatuses for measuring pitch or yaw

damping is shown in Fig. 7 (Ref. 10). The apparatus "utilizes a cross-flexure pivot, an
electric shaker motor, and a one-component moment beam which is instrumented with strain
gages to measure the forcing moment of the shaker motor. The motor is coupled to the
moment beam by means of a connecting rod and flexural linkage, which converts the
translation force to a pitching moment. The system operates at small amplitudes and at
oscillation frequencies from 2 to 56 Hz. The cross flexures, which are instrumented

ONGlm ft 1,LkSM
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FIG. 7 FORCED-OSCILLATION PITCH OR YAW FIG. 8 FORCED OSCILLATION ROLL APPARATUS.APPARATUS. ADC-VF (Ref. 10). Te AEDCsVKF. (Ref. x)
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with strain gages to provide a voltage proportional to the model pitch displacement,
support the model loads and provide a restoring moment which cancels the inertia moment
when the system is operating at the natural frequency of the model-flexure system. The
motor is controlled by an electronic feedback loop which maintains constant oscillation
amplitude of the model and thus provides a means of testing both dynamically stable and
dynamically unstable models. The out-of-phase component of the AC voltage ouput of the
moment beams and cross flexures provides a measure of the pitch-damping coefficient,
Cmq + Cm&. The in-phase component is used in conjunction with an accurate frequency

measuring instrument to determine the slope of the pitching-moment curve, Cm.." The

apparatus is equipped with a set of interchangeable cross flexures and moment beams, to
be selected according to the test requirements. It can be used in several large transonic
and supersonic wind tunnels at both VKF and PWT.

A VKF forced-oscillation roll apparatus is shown in Fig. 8 (Ref. 11). It "utilizes
a water-jacketed, five-component balance, twin beam flexures, roller bearings to support
the loads, and electric printed-circuit drive motors. The motors are directly coupled
to the balance and supply up to 120 in.-lb roll moment to oscillate the system at
amplitudes up to ±3* and at frequencies from 2 to 20 Hz. The twin beam flexures mount
from the stationary sting t( the oscillating water jacket and provide a restoring moment
which cancels the inertia moment when the system is operating at the natural frequency
of the model-flexure system. The flexures are instrumented to measure the roll displace-
ment. The entire mechanism is water-cooled to permit testing in the hypersonic tunnels.
Maximum acceptable normal load is 1200 lb." The apparatus can be used to obtain dynamic
derivatives C + C.; sins, Cnp + CnA sine and Cyp + C sine. It can be calibrated by

means of a specially developed two-arm magnetic damper with which known rolling moment,
yawing moment and sideforce can be applied and compared to the output data obtained using
the normal data-acquisition-and-reduction procedure.

5.6 AEDC-PWT

Several forced-oscillation apparatuses are available at PWT for use in their 4-Foot
and 16-Foot Transonic Tunnels and 16-Foot Supersonic Tunnel. They are designed for high
loads (up to 8000 lb normal force) and are, therefore, hydraulically driven. One such
apparatus is shown in Fig. 9 (Ref. 10). It was designed for testing finned bombs and
missiles at high angles of attack. A cross-flexure pivot is used and the frequency can
be adjusted by interchanging a cantilever spring. The damping torque and the amplitude
are the quantities measured. This apparatus is at present limited to a normal force of
600 lb in the 4-Foot Transonic Tunnel but can be scaled up for use in the two 16-Foot
Tunnels. A model sting cavity of 3.72 in. in diameter is required for an oscillation
amplitude of ±30.

Two forced-oscillation apparatuses for use in the PWT 16-Foot Tunnels are being
constructed, one for oscillation in roll and the other for oscillation in pitch/yaw. The
design normal force is 4000 lb and the minimum model sting cavity is 3.25 in. It is
expected that it will be possible to use both apparatuses at angles of attack up to
approximately 900. The roll apparatus will be capablet of measuring both rolling and
yawing moment derivatives due to rolling. The pitch/yaw apparatus will include a five
component balance and will have the capability of also measuring cross and cross-
coupling derivatives. Another similar set of two forced-oscillation apparatuses is
being developed for a maximum normal force of 1500 lb.

5.7 DFVLR

A crankshaft-driven forced-oscillation apparatus for pitch, yaw, roll or heave is
being designed for use in three different wind tunnels at DFVLR. In addition to
measurements of damping derivatives, the apparatus will also be capable of obtaining
some of the cross and cross-coupling derivatives. The frequency range is 0.2 to 3 Hz
This apparatus and the related test procedures are described in more detail later on in
this Symposium (Refs. 12 and 13).

0 1244 tOT. -3 |S Ft0..0P. tl0l1 1... ... 1. ..

FIG. 9 FORCED OSCILLATION PITCH APPARATUS. FIG.l0 FORCED OSCILLATION PITCH/YAW APPARATUS,
VKP-PWT. (Ref. 10) NAE. CUT-AWAY DRAWING OF THE APPARATUS

SET UP FOR PITCHING EXPERI?ENTS.(Ref.14)

k*
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5.8 NAE

The first forced-oscillation apparatus capable of a direct measurement of the full
complement of damping, cross and cross-coupling moment derivatives due to pitching and
yawing was constructed at NAE in 1973. Since then some modifications and improvements
have been incorporated; a cut-away drawing of the apparatus in its present form is
shown in Fig. 10. More recently, a companion apparatus has been constructed for direct
measurements of all the moment derivatives due to oscillation in roll. This apparatus
is depicted in Fig. 11. Both apparatuses have capabilities of also measuring some
dynamic force derivatives. The instrumentation system includes lock-in amplifiers to
retain only those portions of the signals from the various bridges that are coherent
with the primary oscillation. The data reduction for cross and cross-coupling deriv-
atives is based on a direct conversion of secondary deflection vectors into the causative
aerodynamic moment vectors, thereby permitting a direct determination of all the deriv-
atives (as distinct from indirect methods where the derivatives are obtained by solving
the pertinent equations of motion). A unique 3 degree-of-freedom dynamic calibrator
(Fig. 12) is available to verify the fundamental aspects of the method, and to confirm
the various procedures and programmes used in the day-to-day operation. The two
apparatuses, the instrumentation system, the data reduction and the calibrator are all
described, together with some pertinent experimental results, at a later point in this
Symposium (Refs. 14 and 15). The scaling up of this equipment, to render it compatible
with high-load requirements of large high-Reynolds number facilities is presently beingenvisaged.

FIG. 11 FORCED OSCILLATION ROLL FIG. 12 NAE 3 DEGREE-OF-FREEDOM DYNAMIC CALIBRATOR.
APPARATUS, NAE. (Ref. 15)

6.. FORCED-OSCILLATION TECHNIQUES. MEASUREMENT OF MOTION.

Here belong techniques where the model is suspended elastically in such a way that
it can oscillate in several degrees of freedom simultaneously, although one degree of
freedom is usually predominant. As the excitation frequency varies, this predominant
degree of freedom changes to another. The amplitude and phase of the various motions
(rather than of the various reactions, as in the preceding section), together with the
information about the forcing force (or torque) and frequency, are measured and fed into
a system of equations of motion, which is then solved for the unknown stability deriv-
atives. This is then quite different from the methods of the preceding section, where
the cross and cross-coupling stability derivatives were obtained directly in each degree
of freedom from the measured forced reactions and the known forcing motion.

In the limiting case of a single-degree-of-freedom oscillation, the techniques in
this section reduce to the "constant-amplitude torque" subgroup of the preceding section,
where the direct derivatives can be obtained from the amplitude and phase of the forced
motion (and the information about the forcing torque and frequency in the same degree of
freedom) by means of a direct calculation rather than indirectly by solving a system of
equations.

6.1 RAE-Bedford

A unique multi-degree-of-freedom forced-oscillation apparatus is in use at RAE (Ref.
16). The following description applies to a three-degree-of-freedom apparatus for tests
in yaw, roll and sideslip, but the general principles are the same as those for an older
apparatus for pitch and heave tests (Ref. 17). The apparatus "consists of a spring unit
to provide flexibilities in yaw and roll, mounted on a sting which necessarily introduces
some sideways flexibility, an electromagnetic vibration generator for exciting oscilla-
tions, and strain gauges for measuring the model motion. The system has three modes of
oscillation; one is nearly a pure roll, but the yawing oscillation has its axis some
distance behind the centre of the spring, and the sideslipping mode usually includes a
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considerable amount of yawing motion. The test procedure is to oscillate the model at
or near the natural frequency of each mode in turn. The derivatives are obtained by
solving the equations of motion, using measured values of the amplitudes, frequencies,
and excitation forces, together with previously determined values of the model inertias.
The required aerodynamic derivatives are then obtained as the differences between wind-
off and wind-on values at the same amplitude.

The spring unit consists of a forward cantilever spring, which provides most of the
flexibility in yaw and roll, and a rear cantilever spring which adds to the overall
sting flexibility in order to reduce the sideslip frequency to bring it nearer the yawing
frequency. It also makes the rig less dependent on the characteristics of the support
system which are, in practice, apt to cause difficulties.

A feature of the rig is that all the mechanical parts are mounted on a standard
sting and form a self-contained unit which can easily be installed in different wind
tunnels. (The equipment has been used in the 8 ft x 8 ft supersonic tunnel and the
13 ft x 9 ft low speed tunnel at RAE, Bedford, and in the 9 ft x 8 ft transonic tunnel
at ARA.) The spring unit is designed so that realistic values of the frequency parameter
are obtained without recourse to specially lightweight model construction.

The drive system is shown diagrammatically in Fig. 13. The electromagnetic vibra-
tion generator applies both a longitudinal force and a rolling torque to the offset arm
which is rigidly attached to the model. The longitudinal force produces an internal
couple between the model and the end of the sting, which is equivalent to a combined
external yawing moment and side force. The system thus provides yawing-moment, rolling-
moment, and side-force excitation at the same time. To excite each mode of oscillation
it is merely necessary to set the oscillator to the appropriate frequency and adjust
the current to give the required amplitude. The excitation will also produce a small
response in the other modes, but this is allowed for in the analysis which is based on
the complete equations of motion of the system."
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FIG. 13 FORCED-OSCILLATION 3 DOF APP.NRATUS. FIG. 14 FORCED-OSCILLATION 3 DOF APPARATUS.
RAE-BEDFORD. DRIVE ARRANGEMENT. DFVLR-AVA. (Ref. 18)
(Ref. 16)

6.2 DFVLR-AVA

Another multi-degree-of-freedom forced oscillation apparatus initially modelled
after the aforementioned apparatus at RAE-Bedford, is used in the DFVLR-AVA low-speed,
open-test-section, 3 m tunnel in G6ttingen. Due to a relatively high level of pressure
fluctuations in that tunnel it was necessary to employ a different, more powerful, means
of model excitation, as well as to introduce variable artificial damping of the model
motion. The experimental arrangement is shown in Fig. 14. The model is mounted on an
elastic sting anchored to a rigid support structure but adjustable to vary the mean angle
of attack. The front part of the sting consists of two cantilever springs, one after
another. An electrodynamic vibrator imparts an excitation of a constant displacement
amplitude to a point near the base of the model, resulting in an oscillation in one or
more of the following degrees of freedom (attained in the order of increasing excitation
frequency):

a) rotation about a transversal axis (yawing) (when the two springs deflect in the
same direction);

b) transversal oscillation (in sideslip) (when the two springs deflect in opposite
directions);

c) rolling oscillation (when the springs are subjected to torsion).

Similarly, with the model rotated 90' on the sting, oscillation in pitch and in plunging
can be obtained. Model motions, the excitation force and the frequency are measured,
and the Ritz-Galerkin energy equations of model motion are used for the data reduction.
The apparatus and the associated data reduction are described more fully in Refs. 12 and
13.

7. FREE-OSCILLATION TECHNIQUES

The method of free oscillation is probably the oldest and is usually considered to
be the simpliest of the various oscillatory techniques. Usually no complicated drive or



control system is required and the data reduction is relatively straightforward and
lends itself well to automatic processing by computer. On the other hand, the method
is usually limited to measurement of direct damping and stiffness derivatives and may
not always be suitable for using under conditions of dynamic instability and in the
presence of highly non-linear effects or large aerodynamic moments.

Basically, the method involves evaluation of a decaying oscillatory motion performed
by an elastically suspended model following some initial disturbance. Elastic pivots
(such as crossed flexures) or gas-bearing pivots (which contribute very little damping)
are commonly used for mounting the model. The initial disturbance may take the form of
(a) mechanical release from a displaced position, (b) application of a mechanical impulse,
or (c) excitation at resonance and sudden interruption of the source of excitation. The
first two of these methods are relatively simple to arrange but have the disadvantage
of requiring large forces to obtain high initial amplitudes when the elastic stiffness
of the flexure is large, and may introduce transient oscillatory effects n. the
beginning of the decaying oscillation. Method (c) overcomes this difficulty but requires
more complicated equipment to impart to the model a constant-amplitude oscillation.
This is usually done by means of electrical excitation; an alternative method involves
use of pulsating air jets impinging on some suitable surface of the model.

It lies in the nature of the free-oscillation method that the results are
representative of an amplitude range rather than of a discrete value of amplitude, but
with modern instrumentation this amplitude range can be made very small so that the
variation of results with amplitude (if any) can be obtained as conveniently as with
constant-amplitude forced-oscillation methods.

7.1 NAE

A simple application of the free-oscillation method is shown in Fig. 15 (Ref. 19).
The model is sting mounted with the centre of oscillation defined by a flexural pivot
and the main restoring moment provided by a cantilever spring. The rather unusual
combination of these two features was made possible by the use of a flexible link and
two additional flexural pivots for attaching the rear of the cantilever spring to the
sting. The deflection and release of the model prior to the start of oscillation is
accomplished by a solenoid-actuated spring-loaded tripper that acts on a replaceable
metal pad inside the model. The solenoid moves the tripper forward and keeps it inside
until the model oscillation reaches its lower bound. At that time the power is turned
off to retract the tripper, after which the solenoid can be activated again for the
next deflection and release of the model. This cycle of operation can be repeated as
many times as is necessary. Model-position information is obtained from strain gauges
on the spring and on the sting.

In applications involving very small models in supersonic wind tunnels it may some-
times be very difficult to provide internal space for an excitation device. In such
cases it may be possible to employ an external pulsating pneumatic jet, mounted at a
certain distance upstream of the model, as shown in Fig. 16 (Ref. 20). The jet is
pulsated by means of an exciter valve consisting of a short motor-driven cylindrical
plug loosely fitted in a valve body with inlet and outlet ports tangential to the plug.
The plug is contoured with circumferential slots to provide an approximately sinusoidal
variation in open area through the valve for a constant rotational speed of the plug.
The exciter is used to bring the model to the desired oscillation amplitude and is then
turned off, and the resulting decaying oscillation is analyzed in the standard fashion,
without any disturbing effects on the tunnel flow.

S OLENOID TRIPPER

FIG. 15 FREE-OSCILLATION PITCH FIG. 16 EXTERNAL EXCITATION BY MEANS OF A
APPARATUS. NAE. (Ref. 19) PULSATING PNEUMATIC JET. NAE.

(Ref. 20)

7.2 AEDC-VKF

An example of the use of a gas-bearing pivot is shown in Fig. 17. Such pivots, of
course, have an almost negligible internal damping, which may be important for testing
at hypersonic Mach numbers, where the aerodynamic damping to be measured is itself very
small. As an example, the relative contribution of the typical mechanical and still-air
tare damping to the total damping measured for a blunted cone at various Mach numbers is
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8. ROLLING TECHNIQUES

These techniques are in principle similar to the oscillatory techniques. They can
be subdivided into techniques using steady roll (corresponding to forced oscillation) and
free decay (corresponding to free oscillation). A few examples will be given below.

8.1 NASA-Langley

The steady-state forced-roll apparatus which can be used in NASA-Langley 7 x 10 Foot
High-Speed Wind Tunnel is shown in Fig. 21. The model is mounted on a six-component
strain-gauge balance of the type normally used for static tests of sting-supported
models. The angle of attack can be varied by means of interchangeable couplings between
the balance and the rotating sting support. The model is driven by a constant-
displacement, reversible hydraulic motor located inside the main sting body. The speed
of rotation is varied by controlling the fluid displacement in a hydraulic pump, which
actuates the hydraulic motor. Corrections have to be applied to the data for deflection
of the balance and support under load and for the centrifugal forces introduced by these
deflections and by any initial displacement of the model CG from the roll axis (Ref. 22).

FIG. 21 STEAnY-ROLL APPARATUS. -

NASA-LANGLEY. (Ref.22)

8.2 AEDC-PW-

A free-decay roll apparatus designed for experiments on short-finned missile or
bomb models in the 4-Foot Transonic Wind Tunnel is shown in Fig. 22. The apparatus
features a hydraulic-motor-driven sleeve mounted on ball bearings on a 6-component
balance. The model is mounted on a sleeve and can be spun up to desired spin rate at
which point a pneumatic-operated clutch is used to disengage the drive motor, permitting
the model to rotate freely on the bearings. Spin rate and balance data are recorded
during the free-spin cycle. The drive system can deliver 138 lb. in. of torque to the
model at roll rates up to 5000 rpm.

FIG. 22 FREE-DECAY ROLL
APPARATUS.
AEDC-PW. (Ref.10)

=7 _rys Adaptor L ltt /Z r 9opy U.

Notm 1. oi UofCue lmo bo~ m m td Arcvt

8.3 AEDC-VKF

The free-spin (or a free-decay) roll apparatus at AEDC-VKF (Fig. 23) is intended
primarily for tests on missiles at high angles of attack. "A six-component balance is
supported by a strut that can be manually set in 6-deg. increments to provide various
prebend angles. These manual settings along with the tunnel pitch mechanism provide an
angle-of-attack range from -5 to 90 deg. The balance supports an adapter with three
ball bearings and the model is mounted directly to the bearings. An air-operated brake
is located on the front of the adapter and is used to stop model rotation. The brake
as well as a mechanical lock can be used to obtain static force coefficients at zero
spin rate. Roll-damping data are obtained as the model spins up (for models with canted
fins) or as the model spins down after it is spun up by high pressure air jets impinging
on the fins.

The rotational speed, roll position, and roll direction are computed from the
electrical pulses produced by a ring with alternating reflective and non-reflective
surfaces passing three internally mounted infrared-emitting diodes and phototransistors.
The mechanism is designed for spin rates up to 12,000 rpm and normal force loads of
300 lb." (Ref. 21).
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9. ROTARY BALANCES

In recent years there has been an increased emphasis on a better simulation of the

aerodynamic phenomena that are associated with the spin motion of aircraft. Also, it was
shown in Ref. 23 that to take into account the non-linear coupling effects that exist
between pitch, yaw and roll, a generalized formulation of equations of motion was

necessary, and that in this new formulation one of the important contributions to the
total aerodynamic moment was related to the rotary or coning motion. To simulate such
a motion in a wind tunnel the model, at some fixed combination of incidence and side-
slip, is attached to a rotary balance, whose axis is parallel with the wind-tunnel

centreline. Several such balances are now in existence, for both low-speed and high
subsonic wind tunnels, including those at NASA-Langley, NASA-Ames, RAE-Bedford, SAC-
Warton, DFVLR-Cologne, Aeronautica Macchi and SMF.

It should be noted that by slightly tilting the axis of a rotary balance it is
possible, in principle, to superimpose an oscillatory motion in pitch or yaw on the main
rotary motion. However, it is not yet known whether the accuracy involved in sah an
experiment would be sufficient to permit the determin ata, as input. ives due topitching and yawing.

9.1 NASA Langley

The rotary balance at NASA-Langley Full Scale Tunnel (Ref. 24) is shown in Fig. 24.It is capable of providing six-component data over a range of angles of attack of 450
to 900 and in a range of nondimensional spin rate Qlb/2V of ±0.3, at low speeds and at a

Reynolds number up to 3.3 million/m. The apparatus is designed for tests employingrelatively large-scale models which can also be used for flight tests involving drop

model techniques. "Thus the aerodynamic data can be measured with the rotary balance at
the same value of Reynolds number as that obtained in flight tests, and the data canthen be used, together with conventional static force data, as inputs to theoretical spin
prediction programs for correlation with the results of flight tests."

9.2 NASA Ames

The new NASA-Ames rotary balance (Fig. 25) is designed specifically for use in the
12-Foot Pressure Tunnel and the 11-Foot Transonic Tunnel. The apparatuswhich is described in detail in one of the subsequent papers (Ref. 25), allows a remote
change of angles of attack and sideslip, up to a combined value of 30*; the use of bent
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stings and top-mounted models permits a further adjustment of the angle of attack to
1000 and of the angle of sideslip to 250. The apparatus has a spin-rate capability of
400 rpm.

9.3 Aeronautica Macchi

A new rotary balance has recently been constructed (Fig. 26) for low-speed experi-
ments at angles of attack up to 900. All six aerodynamic components can be measured and
a finite radius of spin can be simulated. The experimental arranqement includes an
unusual circular rail which serves to take up the centrifugal force acting on the model
and to eliminate elastic distortion of the support arm (Ref. 26).

10. HALF-MODEL TECHNIQUES

The use of half models for static testing of symmetric configurations at symmetric
flow conditions has been a recognized experimental procedure for a long time (see, for
example, Ref. 27). This technique eliminates all interference problems usually
associated with the presence and with the oscillation of a sting, permits the use of
models larger than otherwise possible and allows for a more convenient arrangement of
the test equipment.(outside of the wind-tunnel wall). On the other hand, the technique
has some problems of its own, such as the possible effect of the gap between the model
and the tunnel wall and the effect of an interaction between the shock and the wall
boundary layer. And, of course, the applications are strictly limited to symmetrical
flow conditions.

10.1 NAE

Following its successful application to static experiments, the half-model technique
has been used routinely at NAE for oscillatory experiments around zero or nearly-zero
mean angles of attack (Ref. 28). In order to utilize it in connection with problems of
flight at higher angle of attack, it became importrnt to determine the range of angle of
attack for which the condition of flow symmety wae satisfied. This was investigated
partly by measuring the static side force on 11 models at zero yaw, to determine the
highest angle of attack at which the flow ove. an unyawed full model was still symmetrical,
and partly by conducting a flow visualization study to find the highest angle of attack
at which the surface flow on full and half models still were in reasonably good agree-
ment. On the basis of such investigations carried out on two cones and one ogive-
cylinder configuration it was found (Ref. 19) that the highest angle of attack for which
the above conditions were satisfied was of the order of 150 to 200 at subsonic and
supersonic speeds. This was subsequently confirmed by a direct comparison of oscillatory
results obtained with full and half models (Ref. 19). It is expected that for wing-
body configurations where the main aerodynamic contributions come from the wing this
limiting angle of attack may be even higher, due to the shielding effect of the body.
However, similar comparisons conducted at transonic speeds (Ref. 48) have yielded some-
what less satisfactory results.

Of course, in order to obtain satisfactory results with a half-model technique,
certain precautions have to be taken to ensure that the possible sources of errors are
minimized. Thus the effect of tunnel-wall boundary layer can be reduced significantly
by the use of a properly designed reflection plate and by the resulting removal of the
half model from the main portion of the boundary layer. The effect of the gap can be
minimized by making the gap between the model and reflection plate as small as possible,
at the same time ensuring that the gap is still located within the outer region of the
tunnel-wall boundary layer. In some cases the use of a small fence at the root of the
half model may be desirable. Further details and examples of practical arrangements
can be found in Refs. 19 and 29.

If carefully executed, the use of the half-model technique for subsonic and super-
sonic oscillatory experiments on the longitudinal stability of pointed bodies and
pointed wing-body configurations at mean angles of attack up to approximately twice the
nose semivertex angle appears very attractive. The technique is particularly recom-
mended for cases where static or dynamic sting interaction may be expected to be
significant or where the shape of the model afterbody is incompatible with a sting
mounting. Some examples of additional possible applications will be discussed in
subsequent paragraphs.

The standard NAE half-model apparatus (Ref. 30) is shown in Fig. 27. A half model
(which usually is separated from the tunnel-wall boundary layer by a reflection plate
- not shown) is mounted on a strain-gauged cruciform spring for pitch oscillation or a
double cantilever spring for vertical-translation oscillation. The drive is provided
by an electromagnetic oscillator, as shown. The apparatus can be used either for
constant amplitude forced-oscillation tests or for free-oscillation tests.

One interesting application of half-model oscillatory techniques involves the
determination of the dynamic interference between two (oscillating) aircraft flying in
close proximity. If the entire maneuver occurs in the longitudinal plane of symmetry,
with the two aircraft one above the other (as it fortunately happens to be the case in
many practical situations), the half-model technique provides a relatively straight-
forward, practical approach. Fig. 28 shows an example of such an experimental arrange-
ment, as applied for investigating the dynamic interference effect on the damping in
pitch of the two component vehicles of the fully reusable, early version of the space
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shuttle immediately after a hypothetical abort separation. The two half models were
mounted close to a reflection plate and could perform independent oscillatory motions in
pitch; the static and dynamic pitching moment derivatives of the orbiter were measured,
as functions of the amplitude, frequency and (for synchronous oscillation) the phase
angle of the booster (Ref. 31).

Another application of the dynamic half-model technique involves the determination
of the exhaust-plume interference on the damping-in-pitch derivative of an aerospace
vehicle. The half-model technique is eminently suitable for such an investigation since
it eliminates entirely the undesirable reaction that would otherwise occur between an
oscillating plume and the stationary sting of a full-model conventional arrangement.
Fig. 29 shows a flow-visualization photograph of a half model of the launch configura-
tion of the early fully-reusable shuttle mounted on the same dynamic half-model balance
as shown before. A high-pressure nitrogen supply line was incorporated in the balance,
and a pressure chamber and an exhaust nozzle was inserted in the body of the booster
(Ref. 31). The shape and the size of the plume were simulated by duplicating the nozzle-
exit wall angle, the initial plume-boundary angle and the ratio of the initial plume-
boundary Mach number to the specific-heat ratio. It should be noted that it is one of
the advantages of the half-model technique that a surface oil-flow visualization process
can be used not only to show the surface flow on a model but also to give an approx-
imate picture (modified by the wall boundary layer) of the flow around the model - in
this case of the exhaust plume.

.1.

FIG. 29 HALF MODEL OF THE SHUTTLE LAUNCH FIG. 30 FREE-OSCILLATION WALL-MOTe'TED PITCH
CONFIGURATION WITH SIMULATED APPARATUS. AEDC-PWT. (Ref. 10)
E:'HAUST PLUME, MOUNTED ON THE
PITCH-OSCILLATION APPARATUS (no
oil was applied to the main part
of the reflection plate). NAE.
(Ref. 31)
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10.2 AEDC-PWr

The PWT wall-mounted free-oscillation apparatus is shown in Fig. 30. The half
model (or a full model mounted from its side) is supported by a rigid shaft which in
turn is suspended within a cylinder by two sets of flexures permitting the shaft to
rotate about its axis. Excitation is accomplished by an air-cylinder mechanical cocking
and release mechanism. The mean angle of attack is varied by simply rotating the
apparatus in the wind-tunnel wall. The apparatus is used in the PWT 1-Foot Transonic
Wind Tunnel (Ref. 10).

11. ACCELERATION DERIVATIVES

At the present time no capabilities exist anywhere for routine measurement of the
translational acceleration derivatives, i.e. derivatives due to a and A effects, which
were discussed in Section 2. In principle the equipment discussed in Section 6 could
be employed for that purpose, but so far, to the best of the present author's
knowledge, the efforts to obtain this type of information with the two apparatuses
described there have met with only very limited success. Some non-zero values of Cm•ma
and Cy A.have been obtained at DFVLR and RAE, respectively, but the results displayed a

large scatter and therefore cannot be considered really meaningful. However, two
apparatuses with which & and a derivatives could be measured did exist in the past and
are briefly described here, as is an exploratory apparatus for half-modeZ plunging
experiments and another one with which both the pitching and the plunging oscillation
of two-dimensionai wings can be studied.

11.1 Calspan

The apparatuses mentioned in Section 6 both use an indirect method of measurement,
i.e. solving a system of equations for the unknown derivatives. An apparatus where the
acceleration derivatives could be measured directly was developed at Calspan (Cornell)
in the early 1960s (Ref. 32), for use in their 8-Foot Transonic Wind Tunnel. The system
had the ability to force the model inexorably in any desired planar sinusoidal motion.
For instance, for study of longitudinal dynamics, the following basic motions could be
achieved:

ICMITI CAL

ROTATION

FIG. 31 FORCED-OSCILLATION 2 DOF FIG. 32 LATERAL-OSCILLATION APPARATUS.
PITCH OR YAW APPARATUS. NASA-LANGLEY. (VPI). (Ref. 33)
CALSPAN. (Ref. 32)

a) rotary oscillation around a fixed axis (sum of q and & effects),
b) plunging oscillation (& effects only),
c) pure pitching motion (q effects only).

The pure pitching motion will be discussed in more detail in Section 12. By rotating
the model 900 around the sting, the derivatives due to r, B, and the sum of these two
effects could similarly be investigated. In all cases the desired motion was imparted
to the model by a mechanical drive system, consisting of linkages and connecting rods,
eccentrically mounted on two high-inertia flywheels (Fig. 31). The available frequency
range was from 3 to 12 Hz and amplitudes up to ±50 or ±0.5 ft and accelerations of up
to 200 rad/sec 2 or 20 g:s could be achieved in the rotational and translational case,
respectively. The normal force capability, at the model center of gravity, was 1200 lb.
Models could be installed at non-zero angles of attack, using bent stings, subject to
load limitations. This apparatus has not been used for some time now and it is not
known whether it can still be considered operational. It seems certain that at least
the electronics part of it, including the instrumentation used for data analysis, may
need updating.

11.2 NASA Langley

Lateral-acceleration (or acceleration-in-sideslip) derivatives were measured at
Langley in the 1950s, using a model mounted on a transversal strut which performed an
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oscillatory motion as indicated in Fig. 32. The motion was imparted to the strut by a
system of pushrods eccentrically attached to a flywheel. The apparatus was used both
in the free-oscillation (Ref. 33) and forced-oscillation (Ref. 34) modes of operation,
in the 6 ft. x 6 ft. test section of the old NASA-Langley low-speed stability tunnel.
The apparatus was employed for systematic investigations of the dynamic characteristics
of wings and wing-body configurations, and good-quality, highly-consistent values of
derivatives C and Cna were obtained. This apparatus has now been moved to the

Virginia Polytechnic Institute, but it does not appear to have been used in recent years.

11.3 NAE

A recent NAE vertical-oscillation half-model apparatus is shown in Fig. 33. The
apparatus constitutes a modification of the half-model pitch apparatus shown in Fig. 27,
with a double-cantilever spring replacing the original cruciform spring and with a
cruciform sensor added for measuring derivative Cm& in the forced-oscillation mode.

The apparatus is also capable of measuring the force derivative Cza.

+OOUBLE CANTILEVER SPRING

%ECTtON A-A A, MAGNET SYSTEM

OAIVING COLS/-- ~~~WIND TUNINEL WALL lwn

REFLECTION PLATE

FIG. 33 VERTICAL-OSCILLATION HALF- FIG. 34 TWO-DIMENSIONAL OSCILLATORY
MODEL APPARATUS. NAE. APPARATUS. NASA-AMES (Ref.

25)

11.4 NASA Ames

A large forced-oscillation apparatus (Fig. 34) for experiments on two-dimensional
wings performing pitching or plunging oscillations or any combination of the two motions
has been developed recently for use in the Ames 11 Foot Transonic Wind Tunnel. Although
the main purpose of the apparatus is to study the unsteady pressures that result from
the above motions, the integration of these pressures may be used to yield the pertinent
two-dimensional stability derivatives. The apparatus is described in some detail in a
later paper in this Symposium (Ref. 25).

12. PURELY-ROTARY DERIVATIVES

There are, of course, two ways of splitting the composite fixed-axis oscillatory
derivatives (such as C + C I into their component translational-acceleration (such as

mq m&)
Cm&) and purely-rotary (such as Cmq) parts. One is to measure the vertical-acceleration

or lateral-acceleration derivatives (as discussed in Section 11 above) and the other to
measure the pertinent purely-rotary derivatives. The latter can be determined, in
principle, by any of the following techniques:

a) whirling arm (no longer in use),
b) curved flow,
c) forced snaking motion.

12.1 VPI (Curved Flow)

A curved-flow 6 ft x 6 ft test section, originally developed at NASA Langley (Ref.
35) is now in use at the Virginia Polytechnic Institute, which in 1958 acquired the
Langley stability tunnel. The curved-flow technique is based on the concept of
simulating a steady curved-flight condition by using a fixed model and arranging wind-
tunnel flow in such a way that it is curved in a circular path in the vicinity of the
model and that it has a velocity variation normal to the streamlines in direct propor-
tion to the local radius of curvature. This is achieved by using flexible side walls
for curving the flow and by employing specially constructed vertical-wire drag screens
upstream of the test section for producing the desired velocity gradient across the
tunnel flow. These screens vary in mesh size across the wind tunnel, with the most dense
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portion of the screens located at the inner radius of the curved test section (Fig. 35).
The technique allows measuring pure-yawing (due to r only) or pure-pitching (due to q
only) derivatives with a fixed model mounted on a static balance. The simulation of
the steady curved flight is not exact, however, and corrections have usually to be made
for the buoyancy effect caused by the static-pressure gradient normal to the stream-
lines (which does not exist in curved flight). In addition, there are dissimilarities
in the behaviour of the model boundary layer (which on the model in a curved flow tends
to move toward the center of curvature, contrary to its normal tendency in curved flight),
and possible problems due to a rather high degree of turbulence behind the wire screen.
Hopefully, however, in many cases these phenomena may be considered to have only a
minor effect on the measurement of purely-rotary derivatives. No other technique is at
present available - and operational - for that purpose.

__- _____ r.l.. -, ......

FIG. 35 CURVED-FLOW TECHNIQUE. VPI. FIG. 36 SNAKING NOTION APPARATUS FOR SIMULATION
FORMERLY AT NASA LANGLEY. OF PURE YAWING. NASA LANGLEY. (VPI).
(Ref. 35) (Ref. 36)

12.2 Calspan (Snaking Motion)

As mentioned before, the Calspan apparatus described in Section 11.1 was also
capable of siulating purely-rotary motion, such as pure pitching. This was achieved
by generating a so-called "snaking motion" which was a particular planar combination of

rotational and translational motions (in the pitch plane) such that the instantaneous
angle of attack - which includes vector components generated by these two motions -
remained at all times constant. If we write the instantaneous angle of attack as

+ 0 e iwt + (/V) eiwt

the above condition is satisfied if e° = -(;/V) , i.e., if the contributions of the

rotary oscillation and of the plunging oscillation are equal in amplitude but opposite
in phase. This could be achieved by the mechanical arrangement shown in Fig. 31 and
described in Section 11.1, from which also the remaining comments apply.

12.3 NASA Langley (Snaking Motion)

Long before the Calspan apparatus was constructed, a concept of a similar snaking
motion, but generated by different mechanical means, was used at NASA Langley to simulate
pure yawing motion(Ref. 36). The proper combination of the fixed-axis oscillation and
the lateral oscillation was achieved by attaching the model (via a strain-gauge balance)
to a transversal strut supported at the ends by counter-rotating flywheels, as shown in
Fig. 36. As was the case with the equipment described in Section 11.2, this apparatus
was used in the Langley stability tunnel for systematic investigations, yielding good-
quality results on derivatives Cnr, C ir and C Yr* It has now been moved to the Virginia

Polytechnic Institute, but to the best of the present author's knowledge has not yet
been used in its new location.

A good summary of the experience obtained by NACA and NASA concerning the low-speed
lateral-directional dynamic derivatives due to lateral acceleration, pure yawing and the
sum of these two effects is given in Ref. 37, which also includes an extensive biblio-
graphy.

13 MODEL FREE

Two of the major problems encountered in performing captive-model dynamic-stability
experiments in wind tunnels is (a) the inevitable interference associated with a
mechanical model support and its vibration, and (b) the inherent inability of any
mechanical support to provide simulation of the unrestrained model motion. Thus it has
been recognized that a definite need exists for a wind-tunnel technique with which
experiments could be performed without having to employ a mechanical model support.
Four such techniques will be considered in the present section, namely, (a) techniques
employing models launched into the wind-tunnel flow and performing free flight in the
test section, (b) techniques employing remotely-controlled models flying in the test
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section with only a flexible control-and-safety cable attached to the model, (c tech-
niques employing cable-suspended models, which can perform motion in five degrees of
freedom (all except longitudinal translation), and (d) techniques employing magnetically
suspended and magnetically actuated models. At the present time techniques (a) and (d)
have only been used with relatively small models and must therefore be considered as
mostly useful for exploratory experiments rather than systematic or routine dynamic-
stability testing.

13.1 NAE (Free Flight)

The free-flight technique has two main variants, depending on whether the model is
initially suspended mechanically (e.g. by means of a wire that is then burnt off or cut
off at the beginning of experiment) in the upstream part of the test section, or
whether it is launched into the test section from an initial position downstream of it
(as shown diagrammatically in Fig. 37). The first variant gives a better control of the
initial model &ttitude, whereas the second gives a longer duration of experiment, since
both the upstream and the downstream travel of the model can then be utilized. In each
variant of the technique two methods of data acquisition can be applied; one in which
the time history of the model flight in one or two planes of motion is obtained from
film taken with a high-speed movie camera; and another where this information is deduced
from accelerometer data transmitted by FM telemetry. Since other data such as pressure
or temperature can also be transmitted by telemetry, a combination of these two methods
of data acquisition is also possible. Once the motion of the model is known, the
required aerodynamic coefficients and stability derivatives can be obtained by fitting,
on a computer, the recorded flight history with the solution of pertinent equations of
motion, and determining the coefficients and derivatives for the best fit.

The adaptation of the free-flight technique to the NAE helium hypersonic wind tunnel
is described in Ref. 38. The system uses a pneumatic launcher and polystyrene injection-
molded models. The data are obtained from a high-speed movie film at a typical speed
of 3000-4000 frames per second. The optical system, permitting viewing the model in two
orthogonal planes on the same frame, is shown in Fig. 38. T
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FIG. 37 FREE-FLIGHT TECHNIQUE USING
LAUNCHED MODELS. NAE. FIG. 38 FREE-FLIGHT TECHNIQUE. OPTICAL
(Ref. 38) SYSTEM. NAE. (Ref. 38)

13.2 CSIR-ARU (Free Flight)

Recent developments in the launching procedures used with the free-flight technique
are described in Ref. 39. The pitch-jet launch system shown in Fig. 39 permits the
model to be launched at a relatively small angle relative to the launch-gun axis and
then to impart to it an angular velocity immediately after release; the maximum (large)
angle of attack will then be attained only when the model reaches the observation area,
without affecting the trajectory too much. The model can be spun-up on a spindle before
the release and the angular velocity after launch is imparted by one or two air jets
mounted on the launch head. An alternative shot-put launch is also shown in Fig. 39;
it provides a rail-type support instead of the spindle, with one fin (of a missile)
guided in a slot along the rail, which can be set at angles from 0 to 900.

A comprehensive summary of procedural details concerning techniques which employ
free flight in wind tunnels can be found in Refs. 39 and 40.

13.3 NASA Langley (Remotely-Controlled Free Flight)

A unique free-flight testing capability exists in the NASA-Langley Full Scale Wind
Tunnel. A relatively large (typically around 4 ft span) powered model can be flown
without restraint in the 30 ft x 60 ft open test section of that tunnel (Ref. 41). The
model is controlled by three operators who can transmit pneumatic and electric power and
control signals to the model via a flexible trailing cable (Fig. 40). This flexible
cable also incorporates a thin steel safety cable which is passed through a pulley above
the test section and which can be used to catch the model if an uncontrollable motion or
mechanical failure occurs. The entire flight cable is kept slack during the flight and
is controlled by a separate safety-cable operator. Typical results may include steady
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FIG. 39 FREE-FLIGHT TECHNIQUE. LAUNCHER. FIG. 40 REMOT ELY-CONTROLLED FREE FLIGHT.
CSIR-A-U. (Ref. 39) NASA LANGLEY. (Ref. 41)

flights at high angies of attack, studies of pilot control techniques at high angles of
attack and evaluation of artificial rate damping. The results are mainly qualitative

"'. and consist of pilot opinion of the behaviour of the model and of cinematographic
records. A

13.4 NASA Langley (Cable-Mounted Semi-Free Models)

Another "free-flight" technique has been developed for the NASA Langley Transonic
Dynamics Tunnel. The model is suspended in the wind tunnel by a two-cable mount system,
which allows lateral and vertical translation of the model as well as angular rotations
about all three axes (Ref. 42). The procedure involves measuring the response of the
model to known input disturbances such as control-surface deflections or external forces
applied through the suspension cables. The stability derivatives are then extracted
from equations of motion for the model suspension system using procedures developed
initially for flight-test measurements.,.

13.5 University of Virginia (Magnetic Suspension)

Dynamic testing with magnetically t q spended models has now been pursued for a
number o years, mainly at MIT, at the University of Southampton and the University of
Virginia. Dynamic derivatives such as CLp and Cmq + Cm have been successfully measured

and soma work has also been performed o studies of spinning and coning bodies. An

experimental arrangement used at University of Virginia in a 11 cm x 11 cm verticalsubsonic wind tunnel is described in Ref.3. A large pair of Helmholtz coils produces
a uniform field to magnetize the model and a second pair of opposed coils creates a
vertical gradient which opposes the weight and drag of the model. The remaining coils
create horizontal gradients, which introduce side forces on the model. The test section
of thDyaic tunnel is located inside the coils. Model position is sensed optically and
a feedback control system, which drives power amplifiers supplying current to the coils,
is used to keep the model centered. For the dynamic stability experiments, the model is
forced periodically in a combined pitching and heaving motion. A theoretically
predicted flight history is then fitted to the measured behaviour of the model by vay-
ing the stability derivatives in the analytical expressions for the best fit.

A useful review of the techniques and procedures related to the use of magnetically

suspended models can be found in Ref. 44.

14. CONTROL-SURFACE OSCILLATION TECHNIQUES

So far we have dealt with dynamic-stability testing of full or half models of

complete configurations. Sometimes, however, the dynamics of a component of an aircraft
is also of interest. Most often this applies to a control surface such as an aileron.
In principle, knowledge of two different effects may be required: (a) the hinge-moment
derivatives of an oscillating surface, and (b) the derivatives of aerodynamic reactions
acting on the model due to the oscillation of a control surface. The necessary tests
are most conveniently performed using a half model of the aircraft configuration; the
hinge moment measurements can be performed with any of the free or forced-oscillation
methods mentioned before, whereas the reactions of the model itself can be measured
using methods similar to those employed for cross and cross-derivative measurement.

14.1 NAE

An experimental arrangement for measuring the static and dynamic hinge-moment
derivatives of a control surface on a half model of a delta-wing aircraft is shown in
Fig. 41. Two small circular coils operating in ring-shaped gaps in two permanent-magnet
units (mounted on the outside of the wind-tunnel wall) impart an oscillatory motion to
the shaft of the control surface (Ref. 45). The method of free-oscillation with feed-
back excitation is used.
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FIG. 41 CONTROL-SURFACE OSCILLATION. FIG. 42 CONTROL-SURFACE OSCILLATION.
NAE. (Ref. 45) RAE-BEDFORD. (Ref. 46)

14.2 RAE-Bedford

An example of an apparatus which permits simultaneous measurement of hinge-moment
derivatives and wing derivatives due to control oscillation is shown in Fig. 42. The
model is supported on a strain-gauge balance that measures the normal force, pitching
moment and rolling moment due to control oscillation, while another strain-gauge unit
measures the oscillatory hinge moment. The incidence, mean control angle, amplitude
and frequency can be varied (Ref. 46). The rig is used in RAE-Bedford 3 ft x 3 ft high-
speed wind tunnel.

15. CONCLUDING REMARKS

In this review the emphasis was placed on the basic principles of various methods
and on the practical aspects of various techniques, as illustrated by numerous examples,
descriptions and sketches of actual existing apparatuses. These examples, collectively,
are not necessarily intended to constitute a complete catalogue of all the existing
equipment of this type; in fact, the author is certain that there are several
apparatuses in various laboratories around the world, that have not been included. The
author hopes, however, that all the important methods and techniques that are in use
today have been covered. Techniques that are not applicable to aircraft testing (such
as Magnus balances) have been omitted.

Topics such as detail design considerations, instrumentation, data acquisition and
reduction, calibration methods, static and dynamic sting interference, wind-tunnel
interference, small amplitude versus large amplitude testing, frequency effects, effects
of wind-tunnel flow unsteadiness, model construction, sensitivity studies, typical
results - are all highly pertinent to the subject matter of this review, but could not
possibly be included due to unavoidable limitations which had to be imposed on this
presentation. Some of these topics are discussed in the material listed in the
references, and in particular in papers of a slightly more general or summary nature,
such as Refs. 1-5, 10, 24, 40 and 47. It is hoped that the present review may fulfil
a useful role by serving as a guide to the astonishing variety of methods and techniques
which are available for wind-tunnel investigations of the dynamic stability of aircraft.
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NOUVELLE TECHNIOUE D'ESSAIS SUR MAQUETTES LIBRES EN LABnRATOIRE

POUR LA DETERMINATION DE CARACTERISTIQUES AEROOYNAMIQUES

W. Charon et R. Verbrugge
Institut de Mlcanique des Fluides

5. boulevard Paul Painlev6, 59000 - LILLE (France)

SfOE4AIRE. -

Une mithodologie nouvelle east expose relative A V'itude sur maquettes en vols libres en
laboratoire de phinombnes lids A l'arodynnique asservie. La technique expdrimentale est notamment mise
en oeuvre dans le cadre de travaux sur la rdgulation de portance par volets rapides sur avion de transport
actual (A.T.A.), en vue de ddterminer en premier lieu les caractdristiques aerodynamiques instationnaires
propres aux surfaces portantes de l'avion (aile et empennages) ainsi qu' des mouvements rapides de
gouvernss. Ces travaux ont tA organisis pour constituer un support expdrimental adapt6 A Pidentification
sur moddle des coefficients adrodynamiques instationnaires.

Las aspects suivants da la technique d'essais seront ddveloppds

- Principe at m6thode expdrimentale. Moyens mis en oeuvre.
- Mesure et traitement de donnies instationnaires.
- Identification structurale des maquettes d'essais.

- Ralisation A partir de vols libres d'une premidre identification adrodynamique sur la base d'un
modile quasi-stationnaire, simulation at pr6vision des vols.

- Originalit6, diversiti at choix des entrees "sensibilisantes" vis-A-vis des paramitres adrodynamiques
A identifier, difinition d'un programme experimental type.

- Niveau de confiance sur les rdsultats exp6rimentaux.

Des rdsultats d'essais seront prdsentis pour conclure sur les performances de la mdthode. sa
capaciti de constituer une base de donn6es pour l'identification de ph6nomines instationnaires, sa
compldmentaritd vis-A-vis de mithodes dyfamiques en soufflerie, son champ d'application. en particulier
vis-A-vis de l'Atude de la stabilit6 dynamique A grande incidence.

1 - INTRODUCTION.-

L'Institut de Mdcanique des Fluides de Lille ddveloppe depuis sa crdation en 1930 des mdthodes
expdrimentales basdes sur le vol libre de maquettes. Ces m6thodes ont ti initialement eppliqu6es at
dtveloppes pour l'dtude de le vrille libre an soufflerie verticale : reconnaissance du phenomdne at 6tude
de la phase de rdcupiration. Depuis 15 ans environ la methods d'essais a 6t6 6tendue aux maquettes
catapultdes an vol libre en laboratoire efin de constituer un support expirimental bien adapt6 A l'analyse
de phdnomines instationnaires tels qua la r6ponse de Parodyne aux rafales verticales ou latdrales, A
1'(tude de latterrissage en air calme ou avec perturbations ext6rieures ou encore an vue de traiter de
l'amerrissage forc6 ou du crash.

Afin d'apprcier l'intdr~t du diveloppament de cette mithode expdrimentale originale, nous
proposons l'argumentation suivante (voir fig. 1) :

- Reprisentation directs des phdnomdnes caractdristiques du vol.
- Evolution dens un environnement bien d6termind.
- D6termination prdcise des caractiristiques massiques, inertielles at structurales des maquettes.
- Maitrise des "entrdes" du systdms.
- Adaptation A des domaines de vols particuliers (effet de sol, grandee incidences...).
- Large compldmentariti vis-A-vis d'autres mdthodes expdrimentales.

Jusqu'A une pdriode r6cente ces essais sur maquettes libres en laboratoire ne considdraient qua
l'tude du mouvement longitudinal at le plus souvent avec gouvernes fixes. Ces conditions de l'expdrience,
imposes potamment par aes possibilitds limitdes d'une instrumentation extensive at performante des
maquettes, compatible avec lee contraintes imposes par les conditions de similitude de l'esseai, peuvent
aujourd'hui btre entibrement reconsidirdes. En effet un nouveau laboratoire de vol libre a r6cemment 6t6
mis en oeuvre, il permet l'utilisation de maquettes de grande taille (2 A 3 m. at jusqu'A 40 Kg de masse).
Paralldlement une importante gansma de capteurs miniaturisis de hautas performances ainsi qua des actionneure

sont disormais disponibles auxquels on peut aessocier des systimes nunriques de tdldmdtrie at de t6ld-
commande apportant richasse d'inforteations at precision ainsi qua performances du point de vue des
commandes de vol. La contribution de ces moyens A l'extension des capacitds de la nthode expdrimentale east
diterminante. Les mithodes de commandes automatiques peuvent ainsi btre intdgrdes aux assais qui constituent
alors une base expdrimentale pr6cieuse pour le ddveloppement de ces techniques.

La mise en oeuvre de ces moyens a nicessiti une mithodologie nouvelle pour difinir at analyser
lee vole : ddfinition des moyens de trajectographie. synchronisation espace-temps, logiciels d'acquisition
des donnies, de simulation, de restitution des variables. de validation des informations oynamiques at
d'identification a6rodynamique des maquattes libres.

Nous prisentons ici les principaux aspects de cette nouvelle technique d'essais at son application
originale A la ddtermination do caractiristioues adrodynamiques sur la base d'un moddls quasi-stationnaire
pour le mouvement longitudinal, tine ivaluation des performances de la mdthode at de l'ouverture du domaine
d'applications sera propose.



Las travaux considirds ant 6t6 ddveloppds dens is cadre de ld6tuda de phinambnec lids A
l'adrodynamique acascervia Wx an 6troite collaboration avec is groups ADERSA-GERBIOS (Vdlizy - France) qui
prdsenta dens Is cadre de ca mime Symposium uns commnunication relative A P'idantification sur is base das
vale libres des effets inctatiannairas de portance. Ilae constituent uns premibre 6tape pour l'dtude de
is rdgulation de portance par valets rapides pour avion de transport actual (A.T.A.

2 - PRITNCIPE ET METRODE EXPERIMENTALE - MOYENS MIS EN OEUVRE. -

2.1 - Principe de base - Simrilitude physique.

Ehns l1inventaire des variables A prandre en cmpta pour lee essaic en similitude sur maquettes
volantes il y a lieu de cansiddrer naturallament lea caractdrictiques massiques et inertielles du maddla
dvoluant dans ls champ de pesantaur g . Los rdgles de similitude A adapter visent uns reprdsentation
samblabla des trajectaires at mauvement de l'adradyna. Las grandaurs primaires indtpendantes an fonction
desquellee erant axpriades tautes la variables du problbme cant :langueur de rdfdrence L * masse
valumique du milieu p - at accdldratian de pecanteur g . Une telle reprdsentation conduit dans
l'expressian des grandeurs rdduitas caract(3rictiquas A Ia conservation du nmbre de Frauds entre maquetta
at grandeur (exprimant le rapport des farces d'inertie aux forces de gravit6). Ainsi si on appelle A
1idchella gdoettriqua du moddla at m le rapport des masses volumiques de l'air (altitude 2 - 0 vol
maquette/altitude de vol avionl lea rapports de similitude des principals grendeurs physiques sont ddfinies
par is tableau cl-contra.

Similitude da Frauds

Grandeur Dimension Rapport

Grandaurs f Longueur L. 3
fondamentales Masse MA

Une tells similitude est I - Tamp - - - A - Va- -
appalds restraints car du point de Surface a -2

vua adradynamique aels ne peut Volume 3 As
reprdcentar simultandment lidanditd Inertia MLt

2  
M 'A

5

des nombras de Reynolds ou de Mach.
Notons toutefoic qua lea essais sur Vitesse LT.. ' A Ya
maquettes litres ne s rapportant Force 7-2 rn A
qu'au domains de vol subsonique
incompressible. 0'eutre part Is choix Moment M L 2 T-

2  
r A '

de maquattes de plus grands taille rsinM -rtMA
pour da- tals ascaic parmat dsatteindra rsinMem
aujaurd'hui des nombras de Reynolds Frtquence XY'
voisins de 10l*6 [calculds cur la Accdldration L. T-1
cords cayenne du profil).

lintaira

2.2 - Similitude directseat indirecte - Application pratique.

La similitude de Frauds rappal~s ci-dascus dtrmine des conditions d'essals en vue d'uns
application directs des r~sultats da I'exptriance cur mnodels au cas de l'avion grandeur (fig. 2). Cette
ddmarche nest appliquts aujourd'hui ou'A l'ttuda de phdnom&nss pour lesquels is modtlisation apparalt
ddlicata (phdsnomhnac duscrochis ou d'impact ...J, ella conduit au nivsau de l'expdriance A des conctatations.

La seconds ddmarcha Possible act cells da la similitude indiracte dans laqualla lee rdcultats
d'essais cur maquatta constituent un support exptrimental pour Ia valicattan d'un moddle mathtmatique de
reprdsantation des ph~nomnes. La mod~lication Pout ensuita tra "traneprede" au nivsau de l'avion en
tenant compta de cec caractdrictiques propras (example -.introduction dec modes snuplec). Catte seconds
pracddure act actuellement utilicse pour is plupart dec travaux ralatife A Ilstude des nualitdc de vol da
laevton at a dtd ratanue pour Is prtsanta 6tuds. Las daux modes, dens cartains cac. peuvent btra ascocids.

2.3 - Maquette at dquipements.

La figure 3 prtcanta una vue gdndrals de is maquette utiliede pour ces travaux. TI s'agit d'une
maquatta d'un avian de transport actual (A.T.A.) reprAsentative d'un type Airbus. La forms a 6t6 valon-
tairemant cimplifida. Catta maquatta act de taille r anne vic-A-vis dec poscibilitic de is station daecsaic.
Sa caractiristiquac principalac cant Envargurs 1., m. Langusur z2 m. Lords de rdfdrence :0,236 m.
Macca moyanna 9 Kg.

Wx 1dttula a 6t6 rialiada sous contrate STA6 (Franca) "Etudes Gindralas"
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2.3.1 - Construction de La maquette

Nous avons fait choix de r~alissr une maquette repr~sentant des rigiditts dlev~es (voir
identification structurale) vis-A)-vis de lavion afln de r6duira dens une premi~re phase de l'Attde lee
couplages structuraux at permettre dons lee chaines de insure )'interposition de filtres approprits.
Le fuselage est rtslisd en panneaux sandwich, avec oseature en rid d'abeille, constituent une poutre creuse

pour permettre lint~gration de l'6quipement d'essai. La voilure est conetruite A partir d'une structure
maillde organisde entre des longerons principaux et revbl-ue de fibre de carbons d'6paisseur 8/10 mm.

Afin d'tntroduire dens les essais des effets instationraires irrvortants due 8 dee surfaces de
contrble agiseant en portance la voilure a 6t6 munie de surfacesmobilee disposs aux emplacements habituels
des valets et agiesant en rotation simple 8 la mani~re d'ailerons. La profondeur relative de ces surfaces
mobiles est de 20 % en mayerne (voir fig. 4). Gee surfaces peuvent btre actionnies soit au mayen de
vdrins dlectriques en commands continue, soit au moyen de lames en flexion pr~contraintes pour assurer
efficacement ung commande par 6chelons ; ellee sont solidaires d'un capteur de position.

Le comportement dynamique de ces "gouvernes" a Wt relev6 pour ur 6crielon de braquage
d'amplituds 60. L'snregietrsesnt eu sal a OtO obtsnu par )iintermtdiaire d'un capteur de proximit6. Le
tempe de mont~s pour lensemble des surfaces mobiles mdcaniquernnt solidaires est de 15 ins, soit environ
un temps r~duit de 1,5 cordee de r~f6rsnce pour lee conditions de vol.

L'identification des effets instationnaires de portarce obtenus par is mouvement en vol de ces
volets a 6t6 rdaliada par Ie Gerbios (voir rifdrence 23).

Dane Ie but d'analyeer lee effete induits par laile cur leae aipannagee horizontaux ceux-ci ont
dt6 dissocide du fuselage et port~s par uns balance A jaugee 8 deux composantee (force at moment)
(voir fig. 5). Lee informations obtenuss sont associ6es 6 des mesures animoclincasdtriques locales
rdalisee dans la rdgion du bard d'attaqus des aspennages. Dee inesuree cuepidmsntairss rdalisdee en
soufflerie claseique sort actuellement poursuivies afin de perettre la sdparation des effets induite par
ls mouvement propre de l'avion de celui des valets.

2.3.2 - rdentification maeaique at inertielie

La pricisior cur la conraisearce des caractdristiqus massiques et inartiel lee des maquettes
libres ou esmi-libres et bier eurfondamertals pour laxpioitation des donndss de vole st ddtermins
rotaement Ie niveau de confiance eur lee param~tres adrodyramiquss recherchis.

Lee mithodee d'identificatior de cee caractdrietiques art 6t6 adapidee A ces nicessitds rouvellee,

- Ia masse des maquattes et obtenue par peBee cur des balances de qualit6
ia prdcision et de - 0,5 %o

- pasition du centre de gravit6 salon X. Y, 7

celle-ci est obterue en fixart la maquette 8 lextrgmitd d'un fldau reposant sur ur coutsau de balance
dquilibrd6 au moyer de masses marqudes dispoedes A l'aatrs axtr~mit6. Lee axes X, Y. Z maquettes sort
eucceseivement dispoede parallilement & lPaxe du fldau (voir fig. 6).

La prdcision obtenus et * 0,5 mm (soit 2.10- cordee pour la maquette A.T.A.

Lee inertiee autour des axes de rdfdrarce sort obteruss au moyer d'ur montage dyramique constitud
d'une barre de torsion arcastrie A urs extrgmit6 at munie A l'autrs d'un plateau racavant is maquatte.
Celle-ci peut btre montde dare trois positions :lee axes de rifirence euccessivemnt paralldls A l'axe
de la barre de torsion (voir fig. 6).

L'ensembla forms un panduls excit6 dlsctro-dynamiqurrnnt. La meseurs s'effectus A Ia risornance de
phase cortr~lde eur scope (fermature du liesajoux entre la tension synthitieur ddphasds de MT/2 at 18
rdporee du pendula) et A amrplitude 6gals A cello de l'dtalonraga.

La pricisior globals du systbne pour Is ddtarmiration des inertias at meilleurs que 10-2.

2.3.3 - Identification dynamique des nrzquettes de vol libre

Cetta identification a daux bute prircipaux :

- vdrifier la validiti des hypothdsee de travail en mode rigide ou ddtermirar cee modes afir de lee

prandre en corrpte dare la moddlisation, touts reprisertation satilable exclue s

- permattre urs implantation prtfdrentialis des capteure dynamiqus at prdvoir lee procddures da
filtrage appropridee dans la chairs de esure.

La ridihods at lee moyers mis en osuvre (voir fig. 7) pour lidertification sort caux appliqude
de fagon courarts aux maquettas do flattement. Soule 'a suspension diffbre car ii e'agit d'une maquetta
de vol libra. Ella set aesurde par des euspertas de grands souplasee (trds base frdquance -C2 Hz).
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Leaxcitation inst cr66a d'une part par un transducteur 6lectro-acoustique 6mottant en bruit blanc
pour los relev~s de spectre et d'autre part au mayen d'un excitateur accord6 travaillant par contact pour
lea relev~s d'aslitude. 11 est essociA A un capteur do d~placoeent.

L'analyso spectrale oct faite en temps ridl sur signaux acc41irori~triques. Trois modes ant Wt
retenus : br mode flexion voilure 39,6 Hz, flexion des empennages horizontaux 55,8 Hz, flexion deux noeuds
fuselage 88,2 Hz.

De lensemble des risultats on pout conclure A une maquetto rigide vis-A-vis do l'avion
(le premier mode voilure correspondrait pour lavion A 8 Hz environ).

2.3.4 - Instrumentation embarquge

- 1'Aq~.ipoent habitual des maquettes do vol libro destin6 A Is reconnaissance des
mouvements s comypose d'ensembloe acc~liromitriques et gyromitriques pour difinir l'acciliration risultanto
at ls vecteur rotation instantan6.

Dans la prisente 6tude relative au mouvement longitudinal et cormvte tenu do la nicessiti do
diterminor diroctement avec pricision lee charges dynamiques sur los emponnagos horizonta ux diseociis,
l1instrumentation comTports un ensemble do 3 occilirombtres pondulairos assorvis (clec50 10 ) disposie dens
le plan de sy%trie (g A axe dersesuro parallble A G21.1 parallblo A GX 1 . Ils permottent Is ditormination
directe do , 6 e t qr ot do lVacciliration appliquio A Ia masse dissocife does emponnagee.

- Ces moyene do mesuro dynamiques sont complitis par des systirres opto-6lectroniques.

Pour la trajectographie Ia coquette est portouse de spots lurmneux ditorrmnant en vol des traces
relevies sur los bases optiquos au sol.

Pour los mesuros cinimetiques une lampe A faiscoau dirig6 portie par Ia maquotto active les
barriiros optiquos.

Un ensemble do photo-collulos dquipe Is maquotte. Ce systime a pour fonctions 10I diclenchomont
par l'intermiodiaire du codour embarqu6 diterminant Ia base do temps du systirne (1,26 mns) do locquisition des
informnations (initialisation de lacquisition), la diterminetion do Ia date du largage (initialisation du
vol libro), Ia datation du passage au droit des bases d'enrmgistrement optique (synchronisation ospaco-
temps),l'activation des repires optiques orrbarquis.

- Pour Is tilimitrie l'6quipenunt maquetto est composi d'un ensemble codour 6mettaur on
made PCrI. 30 voioe d'ontrioe sont disponiblee, Is friquenco do bits ajustable jusqu'A 250 Kb, 10 format des
mots est do 12 bits, Is bands P~ssante Par voie pout attoindre 250 Hz.

- Le diclonchement en vol des valets pout ?itre obtenu soit per uno cormeande interns towqporisie
sur l'initielisation du vol, soit par tilicoisnando sur contrblo des parambtres do vol.

- L'6quipement est bien sOr complit6 par Is balance A jauges de contraintos A 2 composantos
pour lea emponnages horizontaux at par los capteurs do prossions diffirontiollas inclus dens les bards
d'attaque dos profile pour les ceouree de pression cinitique et d'incidenco locale.

2.4 - Moyens Sol-Station d'eeaais.

2.4.1 - Organisation g4ndrate

Sur la vue ginirale de l'installation d'essais on pout distinguor is zone do mise on vitese
et do largage rialisie au cayen d'une catapulte pnoumatiquo. 10 domains du vol libreo6a lee trajectoiros
peuvent s 6tvelopper cur dos parcoure pouvant ettoindro 50 mn. (soit plus do 200 cordes do rifirenco) ot
is zone do ricupiration des caquottos. Dens 10 domains do vol libre uno soufflerie horizontale A veins
ouverto (our 6 in.] do section (13,5 x 3,5 mn3 perrmt do crier does sollicitations oxtirioures du type vent
ou rafales latdrales. Cotta passibiliti nWest pee oxploitde dons Is prisente 6tiude.

Dane ia figure 8 sont pricisies les principales caractiristiquos giomitriquea do la, station
d'esesi.

2.4.2 - Cataputage

Las solutions retenues pour 10 catapultage des maquettos pormottent l'obtention do conditions
initiales au largaga pricisas notarisnnt vie-A-vie do Is giomitrie do la cinimatique. do is dynacique (aspect
vibratoire et instrumental) et do l'airodynamique Nvair fig. 9).

La giomitrie ponte ot aesiette initials ect difinie A O,03* pris.

La vitesse initials oct difinis A 5 %o au mayan do berribras optiquss.
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Les niveaux de bruit sur l'acciltromftrie dans la phase de propulsion restent infdrieurs A I g
et permettent l'exploitation des informations sous rampe (voit procidure de contrble des conditions
initiales de vitesses angulaires). Afin de permettre l'installation des forces airodynamiques avant l
largage, la loi de mise an vitesse obtenue est tells qus sur les qutnze derni6res cordes du parcours
propuls6 laccroissement relatif de vitesse soit infirleur A 1 %. Cette caractiristique eat rialisie en
contrblant les conditions g~ntratrices et !a dttente de lair comprim6 dans le v6rin propulseur. L'6nergie
maximum libdrie au largage est de 40.000 joules.

2.4.3 - Trajectographie so! - Bases optiques

Les informations nicessaires A la connaissance de la trajectoire at des attitudes de la maquette

en vol sont obtenues sur trois bases au sol 6quipies de bancs optiques (voir fig. 10).

Chaque base eat situie dans un plan vertical normal au plan de symtrie du vol. Ella conporte
deux bancs d'enregstrements optiques A axes perpendiculaires situ6s dans le plan de la base. Sur cheque
base sont ainsi enregistrues les traces lumineuses des r~firences port~es par la maquette ainsi qu'un
r6fdrentiel local fixe. Le champ moyen d'observation par base eat d'environ 4 m. lee traces sont relevdes
an continu. Le plan de la base set matirialis6 par une nappe lumineuse mince destine A activer une photo-
callule portie par la maquette. Le top dtlivri sur la tilmntrie permet une synchronisation espace-temps.
Un flash fournit en mbme temps un instantan6 de la maquette en vol permettant notamment le repirage des
traces optiques.

La giomitrie de cat ensemble eat dtfinte sur lee cotes b mieux qus 0,01 m at 0,050 sur les angles
par visies laser at relevis au cathitomitre.

2.4.4 - Acquisition des donndes - Structure de la chatne

L'organisation de la chains est prtsenthe dane la figure 11. TI s'agit d'un systime A vocation
trs gdnirale bien adapti 6 la mesure de phinomines rapidement variables at offrant le possibiliti d'ilaborer
des boucles de commandes simples par le sol ou d'effectuer de la surveillance de paramitres.

Le codeur relit A un imetteur FM est embarqu6 dans la maquette. Lee caractiristiques principales
sont : friquence de bits jusqu'6 250 Kb, 30 votes, 3mots de 12 bits, bands passante par voie 250 Hz. La
pricision globale du systime est meilleure qus 10 . Les boucles de commandes simples peuvent btre rialis~es
an nunr-tque pur ou 6labories sur machine analogique apris convertisseur. L'acquisitton des donnies comporte
la prise des ziros sous catapults, la phase de mis en vitesse at le vol libre.

Lee informations au nombre de 10 sont sous cycles, elles sont filtries avant numirsation per un
filtre a coupure 80 Hz afin de ne pes attinuer lee instattonnaires. D'autre part lee tops de synchronisation
espace-temps figurent quatre fos dens le cycle, ce qut ditermine la date des 6vinements A 0,3 ms prbs, soit
0,01 m environ sur lea positions.

2.5 - Logiciels.

Oeux programmes principaux sont mts en oeuvre pour traiter lee informations relatives au vol
(v

6
r fig. 12).

- Le programme de trajectographte traits lee traces spatiales des rifirences de la maquette
obtenues par dipoutllement des enregstrements optiques sur bases. Il uttlise 48 points de mesure par base
pour 6laborer un ensemble de valeurs caract~ristiques d'une position de la maquette. Une liniarisation par
moindres carrs sur chaque trace spattale eat rdalisie at un test de cohdrence des donnies est itabli sur
le critire de giorntrie de positionnement des repires optiques dens lee axes maquettes. Pour cheque base
on obtient ainsi les angles d'Euler at coordonnies du centre de graviti 5 , , 0 . * 4
z ainsi qua lee coordonnies de la pente spatiale.

- Le programme de traitement des enregistrements dynamiques traite pour la dure du vol (1,5 sec.
maquette, soit 8 sec. avion) 36.000 valeurs. Ii opire sur lee valeurs obtenues par diffirence entre le vol
libre at lea zdros pris sous catapulte immddiatement avant tir. Le premier ensemble de conditions initiales
eat ditermtni, soit per mesures directes (valeurs instantanies fournies par les capteurs A la date du largage]
solt par des mesures inddpendantes telles qua pante, assiette, vitesse Initiale, etc... Afin d'iliminer sur
lea informations dynamiques les bruits structuraux risiduals du largage, un filtrage numnrique inverse -
direct eat mis an oeuvre avec une friquence de coupure de 30 Hz. Il pernmt de priciser lea conditions
initiales dynamiques, ce filtrage n'est pas effectud pour l'identiftcation des transitoires d'itablissement
de portance.

Pour cheque sous-cycle PCM (1,28 ms) les grandeurs sulvantes sont restituies ou visualteias / ,
K 0 , Y , Z t) at leurs dirivies V , A , 3 ,positions de gouvernes at

risultots relatifs aux empennages.

- Les risultats obtenus 6 partr de ces deux sources d'informations indipendantes sent utilisis
ensuite dens un test de validation des donnies at d'ajustement final des conditions initiales des vols. En
effet lea Informations trajectographiques dereurent lea plus pr6cises, alles permettent d'tablir des
recoupements avec lea informations dynamiques int6gres. Les vole sent validis lorsque pour chacune des
variables le recoupement s'itablit 6 l'intirieur des "tubes de pricision" d6finis sur lea grandeurs
gioritriques. Un moindre carr eat mis en oeuvre pour traiter sur lea diffirentes bases eptiques. Les
ajustements sont rialisis cur lea conditions initiales du vol ( V&e, 9 , j0, X0, X0 , , . dirivies
premieres at secondes) an tenant compte de l'intervalle de confiance sur cheque paramitre mesur.
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Cette procidure de validation des vols pr~cise donc las conditions initiales at permet alors une
exploitation corrpl~tdes vols V. jS Wp ~ CA,. C, Cz C etc ...)

-A cas programmes giniraux de traitement des donndes du vol libre sont parfois associ~es des
proc~dures particuliires de contrble.

En effet un test suppl~mantaire sur les conditions initiales au largage . , , at
leurs ddrivdes consists A int~grer les informatiga~s dynamiquas sous romps en mode inverse d*.puis TIlargage at rdaliser qu'en valeur moyanne F , a , qp sont constants. Des contrbles sur las dates de
franchissemant des barriires de mesure de vitasse v6rifient l'abscisse du large at Ia synchronisation
espace-temps.

L'ansemble des moyans mis an oeuvre permet de validar des vols en laboretoire sur des parcours de
200 cordes A l'intgriaur da "tubes de pr6cision" sur la grandeurs ggom~triques X , Y, Z de 0,01 m at
de 0.10 sur lea attitudes W . 09 . Cp La qualitd de V'information sur las acc~lThrations at
vitassas angulairas at lin~airas ast donc particuliirement pr~ciause pour llaxploitation a~rodynamique des

vols.

3 - PROCEDURES DE DETER41NATION DE PARAMES DE STABILI1E DYNAMIQUE EN VOL WOTTUDINAL. -

3. 1 - Conditions des easais - Coefficients stationnaires.

La dtarmination de caract~ristiques adrodynamiquas A partir de vole libras de mequetta so
r~p arte au domains de vol bassa vitasse (incompressible). La nonbre de Reynolds des assais peut etteindre

1.Las vols na sont pas matorisds. La domaino d'incidmnce trait6 ici ast compris antre 3 at 7'.

Dens Is domains de vol considiris las caractiristiques stationnairee de Is maquatte sont priala-
blemant ditermindes par des vola libres permanents. En affat la donn~es airodynamiquas prdliminaires,
quelles qua soient laura provenances, no sont pas uffisanerent rigourausas pour diterminar un vol permanent
sur 200 cordes A trim Impos6. Una phase de r~glage de vole symitriquas stabilisis ast r6alisie salon la
procidura indiqude dane Is figure 13.

L 'orientation des tarmas de corrections A introduire aux conditions initialas (10 c. 8 ,.,.
pour obtanir Ia vol permanent eat difinie per Is simulateur numirique A pertir des informations recueillIas
lore du vol pricidant. Lorsque le vol permanent eat dtebli (cheque variable n'ivoluent plus quA l'int~riaur
des ntubes de pricision" difinis) on obtiant directement lee caract~ristiques airodynamiques iquilibrias de
Ia maquetta avec una grands pricision.

Indipendarment des objectifs prisents Ia comparaison des valeurs obtenues en vol aux valaurs
fournies par des mesuree corrigdes en soufflerie exicutis scur la mame mequatte au mime Reynolds a un
intirgt en ella-mime.

3.2 - Simu~ation - Pr'4vision des vola - Validation.

3.2.2 - Simulateur nusgrique do voZ

L'I.M.F.L. dispose A l'heure actuella de deux simulataura numiriques de vol : Pun simule le
vol longitudinal de l'evion, l'autra le mouvement complat. En ce qui concerns Ia simulation pour le
mouvement longitudinal, Is modbla eat reprisent6 figure 14 an variables riduitas at sous forme di6tat
habituells.

11 s'agit du modile lindaire, patites perturbations autour d'un vol quasi permanent.

Cetta simulation est adaptie aux "entries" particulibrs pouvant btra rialisies dans nos
expiriances. Ainsi nous pouvons simular des steps aux conditions initiales :steps dincidence,
d'aasiette, de vitesam longitudinala. de massa, de centraga, de gauverne do profondeur at de valets.

Le simulateur persist 6galament Is mise au point de lois de pilotage. Examfple .maintanir
constants IPssiette ou l'incidencs ou lour donner une ivolution liniaire au cours du temps.

Il parmet igalarrent de simuler une dvolution quelconque des gouvernes. on particulier une
fivolution ayant offactivement Wt rialisia lora du vol d'une maqutte.

Les rafalas verticals longues pauvant 6galemnt fitre simulies.

3.2.2 - Pr~.vision des vole et validation

Lea utilisations da ca aimulataur cant donc multiples

- carrparaisan entre simulations et vals riels;
- ditarmination des paraitres sensibilisfis bora d'une antria particulibre
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- inversement, ditermination du vol A ex~cuter pour pouvoir identifier tel ou tel paramitre masasii emtd rvi e os1ettemnrlataetie i ~uiiApri i

coefficients eatimts. Corrve example de prtvision tie vol, dens Ie figure 15 on comrpare pr~visions
et vola rtels.

Lea ceefficienta du motitle sont ceux ontenus en soufflerie pour une maguette semblable gtont-
triguunent. mais tie taille difftrente.

-le simulateur eat aussi le dernier maillon de la chains de validation des vols per corrparaiaon
entre vol r~el et vol simul6 at certaina accidents particuliera remarguts Sur lea courbes peuvent
permettra de dtttrminer ls paramttre 6ventuellement mal reatitub.

3.3 - Nature des entrdes - Entrdes sensibilisantes - Dfinition d'roi protocols do test pour
1 etifcain

Habituellament lea antrs disponibles pour litiantification de paramtctres tie atabilit6
dynamigue an vol avion aont des actions pilotas sur lea commendes tie levion.

Lea mtthodas usuelles en soufflarie sur maquattes mettent an oeuvre des entrtes le plus souvent
hermonigues non reprtsantativas tie trajectoire ou bien des entrtes coserandes.

Lea conditiona dsexptrienca sur maguattes catapultdss en vol libre permettent, outre lea "antr~as"
habitualles en vol, d'exploitar aux conditions initialas des sollicitations aptcifigues at trbs vari~es.

*-Elkles comportent notamment las sntrtes du type "6chelon" pratigutes Sur des grandaurs telles
gus Z 0 obtenues par variation de masse ou tie centrage die la maguette pour toutes autres caracttris-
tiques identiqus. Uns autre game d'entrte correspond A pratiguer des variations au largags des V at0
0 ou gouvernes. Pour toutas cas sollicitations lea caracttristiques atrodynamigues sont 6tablias event
le largags mais induisent au Ibchar une dynamique isiportante.

On peut souligner pour toutes ces entrees le'ir parfaita connaissance at par constguent una
excellants reproductibilit6 ties vols qui en dtcoulent.

Les antrtaa sur gouvernes en cours tie vol peuvant 8tre introduites. soit en continu, soit per
valeurs diacrttes. CLest cette proc~dure gui a dt6 utiliste pour mettreaen 6vitience lea instationnaires
d'Atablissamant da portanca par manoeuvre en 6chelon des volats.

Compta tenu du nombra important tisntrtes aptcifiguas aux essais tie catapultage. il ast apparu
indispensable ti6tutiier le comportement d'un modtls blassigue de rtcanigue du vol de l'avion soumis A tie
telles excitations at tie titfinir sinai un choix optimal tientrtes sensibilisantes pour lidsntification
ties difftrenta coefficients dtrivts.

Catte Atude pernet en particulier tie titfinir dana ce but un protocols tia tests efficace.

Lttuia tie senrv, -!itA a 6t6 rtaliste Sur le modble quasi-stationnaire titcrit pr~cttiennant.

Pour une variation successive tie chague coefficient P1 (Cz C,.t Cz C C -C' C )
tie 20 %on examine 1ltcart relatif i21J pour j = V c. 0 .hour cheque type d's~tree
on compare las /jr obtenus pour chague paremttre. Pour une comparaison plus ais~s, on d~finit

Lea rtsultata sont tionn~s dana la figure 16 pour guelgues combinaisona tiantr~es possiblas.

On peut conclure gue certaines entrtea permettent tie aenaibiliser forterrent lea tdrivdes en C
at 9f par rapport A ti'autras conditions initiales. Lea titrivtes en O( restant dans tous lea ces
ais~mant accasaibles.

Lea titriv~es tellas gua CX v, *C 3,, C,, CXcrI-, at Ct Pg ui ne figurent peas dens
la tableau aont n~gligeables, guella gue aoit l'entr~e conaititrte. La coefficient CZ tie faibla sensi-
bilitt pourrait lui aussi btre n~gligd.

On a donc ti~fini un protoc gle tie Kest pour l'itiqntification oea tilriv~ea tie atabiliti dynamique

longitudinale Atabli sur 5 vols (cAZ I AdZ . A IN 4AZ A Zat , 4dZ *A& , vol tie rfdrence).

3-4 -Restitution des paraetres des vole - Veoteur d'Etat et ddrive - presentation d'wn rdsultat

type.

3.4.1 - Restitution des paronrtres

Commec mentionnd dans la prtsentation tie la procidure gindrale. lea tionnies tie la trajectoire,
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des attitudes. vitesses at ecc~l~rations cant ilabordas A partir da l'accillrom6trie ambarqu6a, des
masures sols de vitasca longitudinala. des topaes due aux nappes luminausec at de plaques photos.

Au cours du mbma progressme informatique da restitution. cas diffirentas dannies ilabor~as cant
projetdss dens la rephre 1A6 A ia trajectoire at alias sont exprintas en variables non diiesnsionnallee.

Ii est A notar qua touta catta proc~dure s'affactua sans filtrage. On coustrait la variables non
dimansionnalles du vol quasi-parmeanant utilisi connie r~firenca des variables non diresnsionnallas
correspondent A un vol avac entr(?a. On dispose ainsi pour un vol avac antr~a des valeurs non filtriec des
dcarts sur la variables d'dtat at de lair d~rivde compatibles avec le stauleteur.

3.4.2 - Pr4aentation d'zn rdaultat type

Dens la figure 17 on pr~senta un rdsultat type. On notera la pr~sance du Z qui, bian qua

nlintervenant ps dens Ia modbla, parnut des vArifications ult6rieures.

Toutas lea variables sont non dimensionnalles.

La filtrage eat alors affactu6 suivant lea basoins e n ca qui concarne l'idantification des
coefficients quasi-stationneiras da 1A.T.A. * on a filtr6 A 10 Hz A laide d'un filtra numirique inverse,
puts d'un filtre direct.

3.5 - Identification dee ddrivdea Zongitudina lee.

3.5.1 - Modale pour identification

On pr~santa figure 18 Is modeh6e dlidantification. CVest un mojble lindaira da type "petitas
perturbations" autour d'un vol quasi-permanent pris conie r~f~ranca.

Nous 1Vdcrirons sous farmea matricialia

CA = A X *e84a. o X ra. Ti. I afin dlisolar cheque coefficient A identifier

V V0
,0 at le vitasee rdalle ramania au p0 de rifirenca

sfrL)eat la vitasse du vol da rifirenca
V0  eat 2a vltasee initials du vol do rhfigrence.

(on rambna la vitesee rielia au p du vol de rifirence pour tanir corrvte du fait qua Vlon
travaille en similitude de Frouda oO on ne pout conparar qua des factaurs de charge qui sont propartio'.nais
A 1/2 P Va .Ainsi un vol A vitesse V1  at A pV constant pendant Is vol correspond A un vol

vitesee ~V 1V,( P, ) v't lore d'un P1  constant].

C9 incidence at - QM
=vitesse engu lairs de tangage non dimensionnelle(q-q )

C et i'uniti de temps riduit, caest-A-dire is nombre de dami-cordes da rifirnce percourus

1§ = aesiatte de tengaga 19-G e.

On trouvera eur la figure 18 la grendeure riduites relatives A

or , 8,m. ,4ApA4X ,4 A dm r2
Pour lidentificatian, le systime cA = AX + eS"J eat icrit socus is farms 0xAX(C B8u

En rerrpieqant lee valeurs simulias X' at Xpar lee valaure expdrimentelee, is premier
resmbre ne sara plus nul at on 6crira alars

oO " eact Ia mtrics campocie des matrices [A.: - C ." 8] JuxtePosies
at y le I vecteur cocAos des vecteurs rX r:.r7jxao~

Is vscteur Eeact un vecteur daerraur A 4 compocantac at on pout minimiser Z" ligna
par ligna par la mithoda des maindras carrie. *4

3.5.2 - Eptoitation des conditione initia lee

La figure 19 illustre pour deux vals avac 6chalons de J . 9 l'intr~t dec
conditions initieles pour la difinitian de coefficients type Cr ~ at Crt ou encore du 4
Ces caractirietiquas apparaiccent cur la courbeea obenMc partir de coefficients priliminairec
ainsi qua dens i'ivalution de %? courbe centrals. otn.
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Cette premibre estimation et felts A partir des informations giomiatriques et dynamiques
abtenues A 1Pinstant initial pour diverses cambinaisons d&entrdes.

3.5.3 - Critjrs forma - distance

Un critire fond6 cur le distance modble - objet nest en giniral pee suffisant. En effet cette
distance peut btre quesiment identique mais avec des formes diffirentes. Nous evans donc coupld au critire
de distance un critire quelitetif de forms utilisi constaimment dens l'identification. Erl perticulier notre
procidure de restitution nous engage A admettre des ajustements sur les courbes at( , V , q . pour
priserver li6valutian glabale qui et une cerectiristique fieble dens Vexploitation de nos vole abtenue
A partir dlinfonseations dynemiques.

3.5.4 - Proeddure cit traitement globale

Un eutre Principe utilisi dens natre systbme d'identificetion est JIutilistian simultenie du
plus grend noetre possible d'esceis.

Pour illustrer is nicessit6 de cette procidure. naus prisentans dens la figure 20 deux vole
simulis checun evec deux jeux de perseitres diffirents. Les coefficients du jeu no 1 ont 6t6 identiflis
uniqusment cur des vole prisentent des steps de volets en vol et essoclie A un step de ease et dincidence.
Avec ce premier jeu, on peut dvidenecent rendre compte tris correctement du vol CLACOS qui e servi A cette
identification. Par cantre is vol DFAT06 et tris mal reprisent6 A laids de ce jsu de coefficients.
ERappelons qus ce vol n's pee Wt utilisi pour l'identificatian de ce premier jeu de coefficients).

Le jeu no 2 par contre a Wt obtenu cur un ensemble de vols plus important evec des entries
variiss.

On peut constater qus laccord rests ban cur Ie CLAC05 et qus par cantre laccard cur is DFAT06
s'est nettement anion6.

3.5.5 - Prdatentation des rdsultata de l'identification

On peut nater dens la figure 21 lee risultats d'encemble de l'idsntificetian rielisiescur Is
base des procidures mentionnies.

Pour 6 ivolutions diffirentes on psut constater un ban accord d'snsemble avec le jeu de
coefficients indipuis.

11 is I, relever pua pour ces esseis naus evans rialisi des mauvements de feible amplitude. Tout
en restent cohirent avec lee hypathisec du madile, des ichelons plus marquis permettrant de perfeire is
difinitian des perarsitres recherchis.

3.6.6 - Erenple det aenaibiit du maclAe pour tee essais cansiddd

Dens is figure 22 an asut comparer lee simulations d'un vol d,: * A4e 4.4S.()
evec tauc lee coefficients d'uns pert et sans Cg. et C d'eutre part.z

On psut danc constater dens l'ivalutian de 0( , .l'influencs de ces terrres (pour ce
type d'entrie) ditectable eu plan expirimental.

Cec coefficients cant donc bien sensibilisis camme privu per l'itude de sencibiliti meigri is
feible module des ichelans pretiquis.

3.5.? - Apprache stir is traneitoire cies valets

Lorscjt'on simule lee volseavec step de valets en coure di(volution sens filtrer is gauverne.
celle-ci per llintermirdiaire du modble quasi- stationnaire dicrit et directement efficace. On canstete qus
l'influence au loin eat nigligeable. L'infiuencs des trensitaires de valets est danc essentiellement locale.

Ii et perticulibrement remarpuable pus Ia ripanse airodynamipue de l'avion dens ce ces peut btre
reprisentie en premlire enalyse per un filtrage direct du premier ordre A une fripuence dsenviron 20 Hz de
la simulation "petitss perturbations" gouverns non filtrie. Rappelons pus dens le ces de nos esseis, is
gauverne s'sffageit en 0,015 sec.

On pourrait donc faire choix de reprisenter lee transitaires de valets en identifiant is
fripuence de ce filtre.

Remerpuans tautefoic pu'une, analyse beaucoup Plus epprafondis de ce phinambne trensitoire a 6t6
effectuis par is Gerbias A pertir d'un madile beaucoup plus ilebori, expasi dens Is cadre de ca Meeting.
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4 - CCNCWSIONS.-

La mfithade axp~rimentale et les moyarr mis en oeuvre permattant une restitution pr~ciss des
caractiristiques des vols. De trhs nafibreuses cambinaisans d'entr~es sant rialisables. Ellba permettant
la d~finition d'un protocols de test afficace pour lidentificetion des paranbtres longitudinaux.

Le madble quosi-stationnaire utilis6 en premibra approcha raprisante da fago' trbs satisfeisante
cas vals. et certains coefficients y ant un rble tout A fait n~gligeable.

Les examples propas~s ici canstituent un premier d~valappomant de be mithode qui eat actuelleiunt
Otendue A l'Ott.de du mouvement giniral de lavion. De plus des sallicitetions axtdrisuras du type rafaes
langitudinales au transversales pourrant btre intraduites combinies A des manoeuvres rapidas do gouvarnes.

Le doaine de val act 6galement ouvert cur lea grandas incidences et cur la caractirisation do
lleffet do sal ob la reprisentation des phinarnines inst trbs directs par cette mfithoda expirimentale.
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NEW NASA-AMES WIND-TUNNEL TECHNIQUES FOR SrUDYING AIRPLANE
SPIN AND TWO-DIMENSIONAL UNSTEADY AERODYNAMICS

Gerald N. Malcolm and Sanford S. Davis
Ames Research Center, NASA, Moffett Field, California 94035, U.S.A.

SUMMARY

Two new wind-tunnel test apparatuses have been developed at NASA-Ames Research Center. The first is
a rotary-balance apparatus to be used in the Ames 12-Foot Pressure Tunnel for investigating the effects of
Reynolds number, spin rate, and angle of attack on the aerodynamics of fighter and general aviation air-
craft in a steady spin motion. Angles of attack to lOO and angles of sideslip to 30° are possible with
spin rates to 42 rad/s (400 rpm) and Reynolds numbers to 30 x 106/m with typical model wing span of 0.7 m.

The second apparatus provides capability for oscillating a large two-dimensional wing (0.5-m chord,
1.35-m span) instrumented with steady and unsteady pressure transducers in the Ames 11- by li-Foot Tran-
sonic Wind Tunnel. The wing and pushrods, which are mounted in a splitter plate arrangement and connected
to hydraulic actuators, are constructed of a low-mass high-strength carbon graphite-epoxy material. This
allows the system to be oscillated at high reduced frequencies (to 0.30) and Reynolds numbers (to 25 x
106/m) at transonic speeds with oscillation amplitudes to ±20 around mean angles of attack to 120. A
complete description of both apparatuses, their capabilities, and some typical wind-tunnel results are
presented.

1. INTRODUCTION

The National Aeronautics and Space Administration's Ames Research Center has begun basic experimental
research programs to assess and understand (1) the aerodynamic behavior of airplane configurations at high
angles of attack (Ref. 1) with emphasis on determining Reynolds number effects on a spin motion and (2)
the unsteady aerodynamics of two-dimensional wing sections at transonic speeds. Each of these two areas
of research has required development of a new and rather complex apparatus for performing tests in large-
scale wind tunnels.

The first of these, for the purpose of investigating airplane spin aerodynamics, is an advanced
rotary-balance apparatus to be used primarily in the Ames 12-Foot Pressure Tunnel; a five-atmosphere
facility capable of attaining Reynolds numbers to 30 x 106/m. Exploratory rotary-balance experiments
(Refs. 2,3) on a research airplane-type model have shown significant effects of Reynolds number, angle of
attack, and spin rate on the aerodynamic characteristics. In some cases hysteresis effects in the nose
side force with change in spin rate were observed. For example, Fig. I shows a sample of results from
Ref. 3 on the "flat spin characteristics" at three Reynolds numbers of a simple model with a forebody sh.ape
consisting of a square cross section with radiused corners and hemispherical nose. The forebody side-force
coefficient is shown as a function of the reduced spin rate where the reference length, b, is 0.46 m. The
important features to note are: (1) the nonlinearity with spin rate, (2) the strong dependence on Reynolds
number, and (3) the significant hysteresis effect typical of the intermediate Reynolds numbers. This
hysteresis phenomenon occurs as a result of the flow-separation characteristics on the forebody section as
the rotational speed is increased and then decreased.

Even before the exploratory experiments were conducted, it had been recognized that in order to
efficiently test aircraft models at many different combinations of angle of attack and sideslip in a pres-
sure tunnel, a new improved apparatus would have to be built. It must have larger load capability to ac-
commodate larger models, and, most importantly, it must have the capability to change model attitude
remotely. In response to this need a new advanced rotary-balance apparatus has been under development at
Ames and is nearing final checkout prior to the first wind-tunnel test. The available combinations of
model size and maximum rotation rate of the apparatus will result in a reduced spin-rate parameter con-
sistent with most full-scale spin motions.

Unsteady aerodynamics at transonic speeds is also a critical research area. While computational
capabilities have improved considerably, there has been an obvious lack of experimental data with which to
compare results. A new experimental apparatus to test two-dimensional wing sections at transonic speeds
undergoing both oscillatory pitching and heaving motions has also been under development at NASA-Ames for
some time. The apparatus has been designed to operate in the Ames 11- by 11-Foot Transonic Wind Tunnel.
This is a continuous-flow tunnel with a Mach number range from 0.4 to 1.4 and total pressure range from
0.5 to 2.0 atmospheres. The purpose of the new oscillatory rig is to provide a means of oscillating large
two-dimensional wing sections at high Reynolds numbers at the highest possible reduced frequencies. The
apparatus was designed to have two degrees of freedom so that the center of oscillation can be placed any-
where along the chord axis. This provides motions ranging from a pure rotational oscillation to a pure
heaving (plunging) motion.

The purpose of this paper is to describe the new rotary-balance apparatus and the two-dimensional os-
cillating airfoil apparatus. In each case the discussion will include the requirements which influenced
the design and a description of the physical characteristics of the apparatus and its capabilities. Both
apparatuses were tested extensively in a special test area prior to installation in the wind tunnel. The
rotary-balance apparatus is still undergoing pretest checkout for entry into the wind tunnel in late 1978.

The first test in the Ames 11- by 11-Foot Transonic Wind Tunnel using the two-dimensional oscillating
airfoil apparatus has recently been completed. Some representative data from the test will be described
in this paper.

2. ADVANCED ROTARY-BALANCE APPARATUS

While a small rotary-balance apparatus has been very useful in performing exploratory investigations
on simple airplanelike configurations (Refs. 2,3) the need has long been recognized for an improved
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apparatus for efficient test operation and for providing the load capability required for large models at
high Reynolds numbers. An effort has been under way at Ames for some time to design and construct a large-
scale rotary apparatus for use in the Ames 12-Foot Pressure Wind Tunnel and the 11- by Il-Foot Transonic
Wind Tunnel. The rotary apparatus was designed to simulate full-scale steady spin motions by use of the
proper combination of rotation speed and model size. Figure 2, a plot of reduced spin rate vs free-stream
velocity, indicates the region for most full-scale airplane spins of the military fighter class. A rotary
apparatus with a rotational speed capability of 42 rad/s (400 rpm) with a model wing span of 0.7 m (2.3 ft)
provides a reduced spin rate that encompasses most full-scale spin cases.

2.1 General Description of Apparatus

Avoiding unnecessary startups and shutdowns for model attitude changes is essential for the efficient
operation of a pressure tunnel. To accomplish this, the angles of attack and sideslip are capable of being
changed remotely from outside the tunnel. The rotary apparatus was also designed to accommodate models of
a practical size chosen to maximize the model Reynolds number but to minimize blockage effects or inter-
ference with the model. Experiments were run in the 12-Foot Pressure Tunnel with a nonrotating model rep-
resenting the blockage of the actual apparatus, but no significant effects in the airflow in the vicinity
of the model were measured. The effects of rotating the large apparatus structure behind the model are as
yet unknown. Figure I is a sketch and Fig. 4 is a photograph of the new apparatus. The angle of incidence
of the model on a straight base-mounted sting with respect to the flow can be varied up to 30'. With the
use of bent stings and top-mounted models, the angle of attack and sideslip can be varied to meet the re-
quired envelope of a from -30' to +1000 with 8 ranging between ±300. Figure 5 shows the attitude
envelope obtainable with the stings selected for the first series of tests, including a base-mounted
straight sting (as = 00) and two top-mounted bent stings (as = 45' and 700). The angle of attack andsideslip variation is accomplished through rotation about two axes (01 and 02 shown in Fig. 3) which

intersect the spin axis at a point on the model coinciding with the center of gravity position of the full-
scale free-flight vehicle. Changes in model orientation are made remotely with small electric motors
mounted in the apparatus prior to spinning the whole assembly in the tunnel. The counterweight assembly
is driven to some predetermined position that statically balances the mass distribution of the system about
the spin axis. No attempt is made to balance the system dynamically because of the complexity of moving
ballast both longitudinally as well as laterally. The alternative, of course, is to build the apparatus
and support system strong enough to accommodate the large rotating dynamic moment associated with the un-
symmetrical mass distribution. Once the sting and counterbalance arms are positioned the entire apparatus
can then be rotated in the wind-tunnel airstream using a servo-controlled hydraulic drive system that can
be varied in speed between zero and 42 rad/s (400 rpm) in either a clockwise or counterclockwise direction.

2.2 Model

Figure 6 shows the first model to be tested, a 0.05 scale F-15 fighter, mounted on each of the stings.
Figure 7 is an assembly sketch of the model, balance, and the 70' top-mounted sting. A special solid,
six-component strain-gage balance was built for this model to optimize the load capability and to avoid
modifying the top of the borrowed model to accommodate a standard balance. The model is presently capable
of manually set control deflections in the horizontal tails only. It is planned to also include the
capability for setting aileron and rudder control deflections in the near future.

2.3 Instrumentation

Electrical leads to the power positioning drive systems and the power and signal paths from the
balance are provided by a slip-ring assembly mounted in the circular housing near the strut mount. This
is a low-level signal slip-ring unit containing 84 channels which provides adequate signal paths to run
two six-component strain-gage balances simultaneously (nose and tail sections could be mounted on separate
balances, for example) in addition to providing for remote changes in model control deflections. If
needed, an angle encoder to accurately determine position information about the spin axis is mounted on
the rear of the slip-ring unit. A tachometer is mounted on the hydraulic drive motor to determine spin
rate. Initially, most experiments will be conducted with the spin axis parallel to the wind stream which
will result in a steady force output from the balance at any given rotational speed. The possibility
exists, however, that by inclining the rotational axis to the wind stream, say 3' or 4', one can produce
oscillatory force variations that, if measured and interpreted properly, might provide information on
damping derivatives. This method of obtaining damping data in lieu of a forced oscillation apparatus is
being examined.

2.4 Pretest Setup

Efforts are progressing to check out the operation of the entire system on a special test stand shown
in Fig. 8. Because of the large dynamic moment produced by the apparatus, the mount must be very sub-
stantial. Also in order to avoid the risk of damaging the model should something fail in the initial
rotating tests (since all the components of the system are new, including the stings and balance), a dummy
model was built. It is a simple "dumbbell shape" with a center cylinder approximately 0.6 m in length and
large enough in diameter to accommodate the balance and with larger diameter cylinders at each end. The
total weight and longitudinal and axial moments of inertia are identical to the actual model. Initial
tests have been conducted with the dummy model mounted on the rig with the strain-gage balance hooked up
to the data acquisition system. Overall, the operational characteristics of the apparatus appear to meet
the requirements. Early tests revealed a problem in a bearing retainer ring which was being overstressed
at high-rotation rates, and eventually failed. Repairs were made with a redesigned retainer, and the
apparatus is now in operation again.

To minimize wind-tunnel occupancy time, most of the measurements of rotating model inertial force and
moment tares will be conducted outside the tunnel on this test stand. Only isolated checks will be made
on the tares once the model and apparatus are installed in the tunnel. The first wind-tunnel test using
the new rotary-balance apparatus will investigate the spin aerodynamics on a model of the advanced high-
performance military fighter configuration shown in previous figures. Results from these tests, when com-
pleted, will be reported with emphasis on the more interesting aerodynamic phenomena that occur withLLL
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Reynolds number variation. In addition, the data will be used in a NASA study as input data for flight
history calculations of spin motions which will be compared to actual flight histories of both subscale
and full-scale flight tests of the same configuration. If results of these comparisons indicate that the
flight motions calculated on the basis of aerodynamic coefficients measured in the wind tunnel are
reasonably close to matching those experienced in actual flight, then one can hope to calculate flight
histories for other aircraft by using appropriate rotary-balance data.

3. TWO-DIMENSIONAL OSCILLATING WING APPARATUS

Rapid advances in computational techniques have made it possible to compute the unsteady aerodynamics
of oscillating airfoils using a variety of governing equations. Until recently, analytical and numerical
solutions were only available for incompressible flows (analytical solutions based on the Theodorsen
function) and linearized compressible flows (numerical solutions based on the Possio integral equation).
Today, solutions are available for a relatively complete spectrum of equations including the Euler equa-
tions, the full potential equation, the small-disturbance transonic equation (low-frequency approximation)
and the linearized small-disturbance transonic equation. For two-dimensional flows, only the effects of
viscosity are lacking. It would be of great value to have experimental data to compare with these compu-
tations.

The only detailed experimental data which are available are the results of the recent NLR (National
Laboratory for Research, Netherlands) investigations (Ref. 4). These tests proved to be invaluable for
their physical insights into the complex flow fields surrounding oscillating airfoils. For subsequent in-
vestigations, however, it would be desirable to obtain data at higher Reynolds numbers, more favorable
ratios of chord/wind-tunnel height, and more general airfoil motions than were possible with the NLR in-
vestigations. Due to the wide operating range of the Ames 11- by 11-Foot Transonic Wind Tunnel, this
facility was chosen for the installation of a new two-dimensional pitch-plunge apparatus for the study of
oscillating airfoils.

Two airfoil sections were examined in the first series of tests. A NACA 64AOO laminar-flow sym-
metrical airfoil was tested to obtain unsteady aerodynamic data to compare with the numerical computation
of Magnus and Yoshihara based on the Euler equations of motion. A NLR 7301 supercritical airfoil section
was tested to obtain unsteady aerodynamic data to compare with experiments at NLR.

3.1 General Description of Apparatus Hardware

The selection of model size and ultimately the arrangement of the apparatus and the two-dimensional
flow channel in the 11- by 11-Foot Transonic Wind Tunnel was based on the choice of an acceptable ratio of
wing chord to wind-tunnel height (greater than 6). The lowest hardware cost and tunnel blockage could be
obtained with a model spanning the tunnel, but it was obvious that construction of a full-span 0.5-m-chord
model was impractical since high priority was placed on obtaining maximum oscillatory frequency and on
minimizing aeroelastic effects. A choice was then made of an acceptable span-to-chord ratio of approxi-
mately 3 yielding the 1.35-m-model span. *his choice dictated the use of the splitter-plate test channel
arrangement as shown in Fig. 9. Although previous two-dimensional investigations have utilized splitter
plates (e.g., Ref. 5), a preliminary test of this concept was conducted in the Ames 2- by 2-Foot Transonic
Wind Tunnel which demonstrated that good quality flow could be obtained (Ref. 6).

Figure g shows a sketch of the wing splitter-plate actuator system as installed in the wind-tunnel
test section. The normal test section, which is 3.4 m x 3.4 m, is segmented with two splitter plates 3.4
m high by 2.8 m long. In order to minimize blockage effects, the thickness was the minimum that could be
used to accommodate adequately sized push-pull rods. In order to prevent excessive deflections of the
splitter plates, side struts were added to provide lateral support. The splitters extend into the tunnel's
plenum area at the top and bottom where they are bolted to I-beam anchors. Access panels for the instru-
mentation cables and four slots for the push-pull drive rods are included in the splitter plate.

The wing model, which is instrumented near the midspan and attached to independently-controlled
hydraulic actuators through push-pull rods, is free to pitch and plunge in response to the actuators' com-
mand signal. The wing is restrained in the fore-aft direction by a pair of carbon-epoxy drag rods, and in
the lateral, roll, and yaw directions by sliding cover plates which move with the wing on the inner surface
of the splitter plates. The hydraulic actuators, located in the lower plenum area, are supported by
flexures and bear directly onto a massive concrete foundation through the four support columns. With this
design, the tunnel pressure shell does not have to support the oscillatory reaction loads due to the
actuator's motion.

The capabilities of the test apparatus include sinusoidal oscillations over a frequency range of 0 to
60 Hz, with the maximum angle-of-ittack oscillation varying from ±20 at low frequencies to ±0.80 at 60 Hz
around any point along the chord axis from -- to +-, and a vertical displacement in heaving motion up to
±5 cni (2 in.). The mean angle of attack is manually adjustable from -5

° to +15'.

The various components that make up the system just discussed will now be described in more detail
since the basic performance requirements dictated state-of-the-art design in many cases. Many of the com-
ponents which will be described can be seen in the photograph in Fig. 10 which shows the system installed
in the tunnel, and in the photograph in Fig. 11 which shows the basic system set up on a test stand to be
discussed later. In the following description it may be helpful to refer to these photographs to
visualize the various components and their interrelationship.

3.2 Detailed Description of Apparatus Components

3.2.1 Splitter Plates

Vertical splitter plates with trailing-edge flaps and horizontal side struts form the support struc-
ture for the wing and connected apparatus (see Fig, 10). They each have a sharp leading edge and a
movable trailing-edge flap which is manually adjustable between ±2

° from the plane of the splitter plate.
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All testing has been done with the flaps at 00. Horizontal side struts (see Fig. 12) attach to the out-
side of the splitter plates just below the vertical center and protrude through the test section wall to
the exterior tunnel structure. They provide stabilization for the splitter plates and eliminate any ex-
cessive deflection in the lateral direction due to aerodynamic loads. The splitter olates are installed
with a 0.10 diverging angle from tunnel centerline to account for boundary-layer growth. The thickness of
the splitter plates varies along the length (i.e., in the streamwise direction). Following the sharp
leading edge the next immediate section is 0.032 m thick and is followed by a 0.05-m thick section in the
center to accommodate the push-pull rods. The trailing-edge section is 0.044 m thick and tapers to a
sharp trailing edge. The inside surface of the splitter plate is straight with the variations all taking
place on the outer surface.

There are openings (Figs. 12 and 13) in the splitter plate to attach the wing to the top of the push-
pull rods which are centered in the four channels cut in the splitter plates. In order to seal these
openings when the wing is oscillating, sliding covers (Fig. 14) are attached to the wing end plates and
slide with the wing on the inside surface of the splitter plate. These are also made from graphite-epoxy
to reduce weight and are teflon lined to slide freely.

The splitter plates and trailing-edge flaps contain a total of 130 pressure orifices distributed over
the inside and outside surfaces of both plates. The inside orifices are utilized to select the proper
channel Mach number and the outer ones, in conjunction with the inner ones, are used to monitor the loading
on the splitter plates. While testing, accelerometers are mounted on the trailing-edge flaps to sense any
large or potentially destructive flutter motions on the flaps or main splitter plates such as might be
produced from the oscillating flow behind the wing or naturally induced from the channel air flow.

3.2.2 Wing and Push-Pull Rods

The wing model is mounted between the splitter plates and is connected to the push-pull rods through
flexure bearings. The rods are in turn screwed directly into the actuator pistons. Both the wing and the
push-pull rods are fabricated from a lightweight graphite-epoxy material. The 1.35-m span by 0.5-m chord
wing is designed to withstand a 2.3 x 103 m/s2 (230 g) acceleration and a 44,000 (10,000 lb) aerodynamic
load. Figure 14 shows a photograph of the NACA 64A010 wing model. The push-pull rods, which are 0.0412 m
in diameter, are each capable of a 22,000 N (5000 lb) tension load. The flexures located between the push-
pull rods and the wing are also designed for a 22,000 N (5000 Ib) load and are strain-gaged to provide a
direct measure of the lift load on the wing. A pair of graphite-epoxy rods mounted to the wing with a
flexure support and attached to the splitter plates forward of the wing provide a means of counteracting
the drag loads (see Fig. 12). These are capable of withstanding 6700 N (1500 lb) each.

The wing is instrumented with as many as 41 static pressure orifices and 41 dynamic pressure trans-
ducers. They are all located approximately at midspan. Static pressure tubes are routed from the end of
the wing (see Fig. 12), down through a cavity in the splitter plate to the tunnel plenum chamber, and out
an access port to scanivalve/transducer units located outside of the tunnel shell. Dynamic transducers
are mounted in the wing by inserting the transducer (2.36 mm in diameter) in the end of a long plastic
sleeve which is in turn inserted into a cylindrical channel molded into the interior of the wing. The
channel terminates at the center of the wing at an orifice communicating to the wing surface. The trans-
ducer wires are then routed out the end of the wing (see Fig. 13) through the splitter plates and out
through the tunnel walls to the data acquisition equipment in the tunnel control room. A single reference
pressure tube from each dynamic transducer is also inserted into the plastic sleeve and routed through the
splitter plate to the scanivalveltransducer assembly outside the tunnel. The dynamic reference pressure
can be selected to be the static pressure of the adjacent static orifice on the wing or any other selected
pressure (such as the tunnel static pressure). Six accelerometers have also been mounted inside the wing,
one at each of the attachment points of the four push-pull rods near the corners of the wing and two at
the midspan near the leading and trailing edges. The actual motion of the wing can be determined from the
accelerometer output and compared to the output of the motion transducers located in the actuator piston
rods which will be discussed next.

3.2.3 Motion Generators

The servo-hydraulic actuator system was custom designed and built to the specific requirements for
these tests. It is driven by two 11 kW (150 HP) hydraulic pump units rated at 4.1 X 10-3 m 3/s (65 gal/
min) at 20.7 x 106 N/m2 (3000 psi). Each of the four actuators consists of two separate pistons on a
single rod enclosed in a dual chamber cylinder. The upper piston is used for generating dynamic forces,
the lower piston for load biasing. The load bias system is necessary to support the mean aerodynamic lift
load, thereby reducing the power required to drive the dynamic piston. As static bias requirements change,
the servo-valve system responds to maintain the required force output. Velocity and position transducers
are combined into a single physical unit with coils and cores aligned axially for mounting in the center
of the actuator.

3.2.4 Pretest Setup

Since every part of this system was new, and there was no test information available to judge the per-
formance and reliability of the apparatus, a special pretest facility was built to permit a detailed check-
out program. Many of the components including the wing, push-pull rods, drag restraints, and the hydraulic
actuator motion generator system are new designs and would not be a satisfactory risk in the wind tunnel
without pretest experiments. A special test stand was built for system verification. Figure 11 is a
photograph of the assembly in the test area. A support structure was constructed to which the various
components were attached. The hydraulic actuators were mounted at the base with the push-pull rods at-
tached to the top of the pistons. The wing was mounted on the push-pull rods with flexures and angle-of-
attack blocks between the rod end and the wing end cap. The drag restraint was fastened on top of the
rear flexures and the other end tied to the support frame. Lift loads were simulated by an inflatable bag
between the lower surface of the wing and a support cradle fastened to the support stand. Drag loads were
simulated by a pneumatically activated piston coupled to cables and straps looped over the wing. A nearly
complete envelope of test conditions could be evaluated on the test stand. In the early stages of the
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test checkout a wing constructed of fiberglass (shown in Fig. 11) was used before risking the graphite-
epoxy test wing. This proved to be an extremely valuable and low-risk method of evaluating the performance
of the entire system. The only real limitations were that the fiberglass wing was not stiff enough to
prevent large deflections at mldspan (particularly in heaving) at frequencies above 30 Hz, and was not
strong enough to accept the maximum lift loads. A limited amount of testing was done with the carbon-epoxy
wing before installation in the wind tunnel.

3.3 Data Acquisition System

In the past, multichannel unsteady aerodynamic data were acquired with analog tape recorders. Raw
data were recorded and stored for future analysis. On-line analysis was restricted to a few selected
channels using special purpose "boxes" to extract limited usable data from the great mass of incoming
data. These systems suffered from long time lags between acquisition and analysis and the high probability
of unknowingly recording spurious data. In the present test a new computational data acquisition and
analysis system was developed for on-line display of steady and unsteady aerodynamic data. Figure 15
depicts the main elements of the new system. It has the capability of graphically displaying the first-
harmonic pressure distribution (both magnitude and phase) due to arbitrary pitch-plunge motions of the
airfoil along with the conventional static pressure distribution. At the user's option, an overlay of
selected theoretical or experimental pressure distributions from computer-resident codes or from a
dedicated data bank can be accessed.

The system is centered about a Data General Eclipse minicomputer, a high speed (500 kHz) multichannel
analog-to-digital converter, a large capacity (92 Mbyte) storage device, and a graphics terminal. The
software system consists of approximately 50 independent Fortran-coded programs which are controlled by
two executive programs: one for dynamic data, the other for static data.

3.3.1 Dynamic Data Acquisition

The same sinusoidal signal generator that drives the four-channel hydraulic actuator system, which
in turn drives the four push-pull rods attached to the wing, is also used to trigger a pulse to initiate
the unsteady data acquisition process. Once the actuator control system is adjusted to impart the desired
pitching and/or heaving motion to the wing, the motion of the four push-pull rods is continuously monitored
and is acquired along with the unsteady pressure data.

The dynamic signals from 41 miniature pressure transducers are amplified and filtered before entering
the analog-to-digital converter. Since the signal is periodic, it is possible to obtain good waveform
samples with minimum storage per data point by signal-averaging the data. Theoretically, a periodic
signal is completely defined by just one cycle of data (e.g., a 40 ms record is all that is necessary to
characterize a 25 Hz periodic oscillation). However, the experimental signal is usually so contaminated
by random pressure fluctuations due to wind-tunnel and model-induced turbulence that one cycle of data is
not very useful.

The signal-averaging technique is implemented as follows: the raw data is synchronized with a pulse
train which is triggered at the same phase position for each cycle of the airfoil's motion. These timing
relations are shown in Fig. 16. At time to, the sample waveform is recorded for T seconds. At time
to + nT the waveform is recorded again for T seconds. The process is repeated M times. These M
samples, each being initiated by the phase-locked pulse, are then ensemble averaged to obtain the averaged
signal. In the current experiment T is chosen to be slightly greater than one period, n = 2, and
M = 100 is sufficient for a good average. At the user's option, the signal averaged waveform and the Mth
realization for any selected channel can be displayed on the graphics unit.

For on-line analysis, the first harmonic of the response is most useful. A simple Fourier analysis
algorithm is implemented to extract the magnitude and phase information at the fundamental frequency.
These data are displayed in tabular form on the graphics unit within 30 sec of the termination of data
acquisition. This amount of data is usually sufficient to determine if the unsteady data acquisition
process was successful. If more on-line analysis is required, the first-harmonic data may be displayed
graphically in pressure coefficient form. The magnitude and phase of the chordwise pressure distributions
on the upper and lower surfaces of the airfoil are displayed along with certain theoretical curves. The
software package currently includes two theoretical options: (1) linear, incompressible small-disturbance
theory (Theodorsen function) and (2) linear, compressible small-disturbance theory (Possio integral
equation). For time-efficient on-line analysis it does not seem feasible to include unsteady transonic
codes on the current generation of minicomputers.

Also available for comparison are the results of other investigations (theoretical and/or experi-
mental) which have been stored in the data bank. For comparing with NACA 64AOIO data, the theoretical in-
vestigations of Magnus and Yoshihara are available. For the NLR 7301 wing, experimental data obtained at
NLR-Amsterdam are available. It is possible to obtain a comparison between the current data and the
selected theoretical/experimental overlay in approximately 45 sec after the termination of data acquisition.

3.3.2 Static Data Acquisition

The static pressures are sensed with a conventional system using pneumatic tubing connected to a
pressure scanning valve. The electrical output of the pressure cell to which the unknown pressures are
multiplexed are read with a digital voltmeter whose BCD output feeds directly into the minicomputer.

The splitter-plate arrangement used for the oscillatory airfoil test requires special attention with
regard to the free-stream Mach number (M,). As discussed in a previous report (Ref. 6), the Mach number
in the channel between the plates is not the same as computed from a static pressure tap in the plenum
chamber. In order to obtain the approach Mach number, the splitter plates are equipped with approximately
130 static pressure orifices distributed among 10 rows above and below the plane of the wing on the inner
and outer wolls of the splitter plates. These pressures are also sensed by the scanning system. The
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computed Mach numbers on the splitters are displayed on the graphics unit and the approach Mach number is
selected interactively by fairing the graphics unit's horizontal cursor to the data. Using this procedure,
the Mach number can be selected to ±0.002. Once the Mach number has been chosen, the static pressure
distribution is displayed along with selected overlays. A static pressure distribution with overlays can
be displayed in approximately 30 sec after the raw data have been acquired.

3.4 Representative Data from the Oscillating Airfoil Test

Steady and unsteady pressure distributions were measured on two airfoils: (1) a NACA 64A010 and (2) a
NLR 7301 supercritical. The purpose of the NACA 64A010 tests is to compare the measurements with numerical
solutions to the inviscid Euler equations obtained by Magnus and Yoshihara. These calculations were made
under AFFDL (U.S. Air Force Flight Dynamics Laboratory, Wright-Patterson AFB, Ohio) sponsorship and were
made available to NASA under the terms of a joint NASA-AFFDL cooperative program on the measurement and
analysis of unsteady transonic flows. The measurements on the supercritical airfoil will be compared to
similar measurements on a 15-cm-chord model that was recently tested at NLR-Amsterdam (Ref. 4). The NLR
data were supplied to NASA-Ames under a cooperative program between NASA-Ames and the NLR. Both the NACA
64A010 and NLR 7301 comparison data were stored in the data bank for on-line comparisons with the experi-
mental data.

For the purpose of indicating the capability of the new testing technique, some results will be shown
which indicate the versatility and economy of the on-line data acquisition scheme. A comparison between
the steady and unsteady (first-harmonic) calculations of Magnus and Yoshihara with the experimental data
will be shown for the NACA 64A010 airfoil. The usefulness of the on-line analysis technique will be
demonstrated by comparing the NLR experiments with the current experiment for the condition of shockless
flow on the supercritical airfoil.

The data to be presented in Figs. 17 through 20 are copies made directly from the graphics terminal.
These unedited results contain some spurious data points from plugged tubes, broken transducers, some
erroneous printed results, etc., but the value of these displays for oi-line analysis will be evident.

Figure 17 depicts the measured and computed static pressure distribution at M = 0.8 for the NACA
64A010 airfoil at zero angle of attack. The strength of the shock wave is predicted quite well by the in-
viscid theory. However, the measured shock position is slightly upstream of the computed position.
Further analysis of the viscous effects will be made using measured data at other Reynolds numbers. The
calculations do not include the effect of wind-tunnel walls, and the measurements indicate that the ratio
of airfoil chord to test-section height for the current experiment was sufficiently small to preclude
large interference effects due to blockage.

Figure 18 shows a comparison between the experimental and calculated first-harmonic unsteady pressure
distribution. The mean conditions are those shown in Fig. 17. The model was oscillated at 33 Hz about
the 0.25-chord location with an amplitude of ±10. The first-harmonic response can be expressed as the
first term of a Fourier series:

p(x/c,t) = a, cos(wt) + b, sin(wt) (1)

where p is the unsteady pressure, w is the radian frequency, and a, and b, are Fourier coefficients..
The data in Fig. 18 show the magnitude and phase of the pressure normalized by the dynamic pressure q.:

mag Cp = - (a 1
2 

+ b 1 2)2)

phase Cp = tan -' (-bl/al) - Tr < phase n

The phase reference for the C data is arbitrary. The phase reference for the C calculations is the
a motion. The phase angle fov the experimental data (x) has been shifted (®) ss that both experi-
mental and calculated results are keyed to the same reference.

Upstream of the shock wave (indicated by a bump in the magnitude and a large phase shift), the magni-
tudes agree very well. This is probably due to the fact that the mean flows agree with one another and
the unsteady response is so closely tied to the mean flow. At the shock wave location the measured peak
lies somewhat below the calculated value due to viscous effects. Downstream agreement is again quite good.
The phase agrees quite well upstream of the shock. As mentioned above, the Euler equation calculations
were made for free-field conditions. The good agreement shown here indicates that wall interference is
probably not a problem. These results are typical of other comparison data between the experiment and cal-
culations. Comparisons such as those in Fig. 18 serve as valuable baseline data for confirming the cor-
rectness of both the calculations and the experiments. Data have also been obtained at conditions beyond
the capabilities of current computer codes (e.g., where strong unsteady shock wave boundary-layer effects
exist).

Figures 19 and 20 depict the mean pressure distribution on the NLR 7301 airfoil for two different
angles of attack. The NLR data were obtained at an angle of attack of 0.85'. This was the experimentally
determined shockless condition in the NLR facility. The Ames and NLR data shown in Fig. 19 are for the
same angle of attack. The presence of a shock wave on the upper surface is hard to perceive, but the
overall agreement is not very good. After some trial-and-error settings of angle of attack, the best
agreement was found when the Ames model was set at a = 0.370 as shown in Fig. 20. It should be noted
that the on-line analysis enabled the experiment to be successfully compared with the NLR data in approxi-
mately four min. Due to time constraints, the unsteady data from the supercritlcal airfoil has not yet
been closely examined. A complete off-line analysis of all of the data is currently underway.

-Ah
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5. CONCLUSIONS

A new rotary-balance apparatus developed for use in the Ames 12-Foot Pressure Tunnel will provide
rotary test capabilities for most airplane configurations at Reynolds numbers previously unobtainable and
should provide a reduced spin rate that duplicates that of most full-scale spins. The first configuration
to be tested in the near future will be a 0.05-scale model of an advanced U.S. fighter aircraft. Prelimi-
nary tests of the apparatus have been performed on a test stand, and results indicate that the desired
capability should be achievable.

A new dynamic oscillation apparatus capable of testing two-dimensional wing sections in transonic
flow with motions ranging from a pure rotational oscillation to a pure heaving motion has been developed
for operation in the Ames 11- by 11-Foot Transonic Wind Tunnel and provides unsteady pressure measurements
at Reynolds numbers and reduced frequencies previously unobtainable. Two airfoil sections have recently
been tested, a NACA 64AO10 and a NLR 7301 supercritical. Steady and unsteady pressure measurements are
presently being analyzed and comparisons will be made to other measurements where possible and to various
existing theoretical results. Preliminary results indicate excellent agreement between measured results
and theory for steady and unsteady pressures on the NACA 64A010 section and between present measurements
and NLR measurements on the supercritical section.
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EXPERIMENTAL DETERMINATION OF DYNAMIC DERIVATIVES

DUE TO ROLL AT BRITISH AEROSPACE, WARTON DIVISION
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SUMMARY

Two rigs for the determination of dynamic derivatives due to roll are under development at B.Ae, Warton
Division. Using the principle of continuously rolling a model in a wind-tunnel about an axis parallel to

the wind, they are intended to cover a test envelope up to M = 0.95, Re = 46.106/m, a = 90
,

One has already been used to measure derivatives on cumplete models at low Mach number and Reynolds number,
whilst the second, designed for operation at high subsonic Mach numbers and high Reynolds numbers, is
currently undergoing calibration and commissioning prior to tunnel installation. This paper describes
the general features of the rigs themselves, together with the instrumentation and control systems. The
problems met during design, manufacture, calibration, commissioning and testing are described, together
with their solutions. Data from complete models is presented and compared with that compiled for similar
configurations from flight testing and other wind-tunnel sources. It is shown that repeatability of data
approaching that achievable in steady-state, six-component testing can be obtained.

NOTATION
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M Mach number

Re Reynolds number

V Tunnel velocity
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ec ) ( sting setting angle

rig setting angles ( aOB 
)

(body axis roll angle
) (

) ( angle of attack
incidence angles

S) ( angle of sideslip

*w wind axis roll angle

wind axis roll rate (p)

6 S  slat angle

S flap angle

I. INTRODUCTION

Over the past few years interest in the behaviour of military combat aircraft at extreme attitudes has
been growing. Although it is well-known that the relevant dynamic derivatives (e.g. MqLpNr,Np) are
highly non-linear at anything above modest values of angle of attack and sideslip, they are also highly
configuration-dependent. Since the next generation of combat aircraft will be spending a significant
portion of its mission in the relevant regime, it is essential that these derivatives, ane thus the
behaviour of the aircraft, are known with a reasonable level of confidence prior to any flight testing
taking place. Clearly, an empirical technique using models i vital as the theoretical approaches being
pursued are unlikely to be sufficiently well-advanced to provide this information with any accuracy. (1,2)*

As this is a dynamic problem, any method used must impart motion to the model. For instance, the
technique of oscillating a model through a small amplitude is well-known: when the accuracy of the
derivatives obtained in this way is considered however, there exist doubts amongst aerodynamicists with
regard to the derivatives due to roll. Other techniques such as free-flight drop models, spinning tunnels
and aerodynamically-driven rotary derivative rigs are severely ILmited by the Mach numbers, Reynolds
numbers and attitudes at which they can operate. The continuously-driven rotary derivative rig has
benefits for testing large perturbation motions possessed by none of the alternatives mentioned above.

Conceptually, a rotary derivative rig is extremely simple in that all that is required is to
continuously rotate a model about an axis aligned with the wind: if the axis passes through the reference
centre of the model, then the motion is described at some U.S.A. establishments as 'coning', a graphic and
self-explanatory term. It is then possible to measure one of the most important of the aforementioned
rotary dynamic derivatives (Lp) by monitoring the input torque required to drive the rig at a steady
speed. However, this apparently simple technique has severe problems and results in an extremely limited
rig, no measure of any other derivative being possible. Mounting the model on a six-component, internal
strain-gauge balance and taking away the signals through a slip-ring unit overcomes this restriction.
Used in this way the rotary derivative rig becomes nothing more than a rather complicated sting, and as
such it is little more constrained In terms of Mach number, Reynolds number and attitude than a normal
sting.

At B.Ae, Warton Division, work has becn coicentrated on two rigs, one for use at low Mach number and
Reynolds number in the 5.5m LSWT, and the other designed primarily for testing in the 1.2m HSWT at Warton,
but having the capability of being used at a number of other U.K. facilities. The latter was initiated
first, but, due to the problems anticipated, a 12-month feasibility study (3) was made (under the auspices
of the Ministry of Defence) before detail design began, and the low-speed rig was designed and manufactured
during this period. A table of the test parameters will be found on fig. 1.

2. 5.5m LSWT ROTARY DERIVATIVE RIG

2.1 Test Facility

The rig was designed for exclusive use in the 5.5m LSWT. Although now used as a general-purpose
low-speed wind-tunnel (including V/STOL), it was originally built (in 1962/63) purely for V/STOL testing.
This resulted in a closed working section, open return circuit tunnel with a maximum speed of 22 m/s
(M - 0.06, Re = 1.35.10 6 /m). No mechanical balance was installed, all models being sting-mounted from a
support system which provided height as well as angle of attack and sideslip variation.

2.2 Specification and Design Features

2.2.1 Specification

The original specification (4) covered the following:

*Figures In parentheses refer to the reference lIsiL.
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angle of attack range -4 0J5 to +90 0

sideslip range : -45
° 

to +450 (at a - 00)

2V :0 - 0.1 (as a minimum)2V

The last design point required a wind-axis rotational speed of about 28 rpm for the 1/6 to 1/7
scale models of combat aircraft that it was envisaged would be tested on the rig.

Since this was regarded as something of a precursor for the high-speed rig, the time-scale and
budget involved dem3nded certain limitations on the complexity of the approach. Thus, neither remote
change of angle of attack and sideslip (all changes being performed manually) or a full closed-loop,
servo-controlled, hydraulic motor drive system were considered.

Photographs showing the rig may oe found on figs. 2 and 3.

2.2.2 Incidence angles mechanism (fig. 4)

A basic angle of attack range of 0-45
° 

was achieved by moving the sting around an arc centred at
the model reference centre: motion was accomplished by a pinion in the incidence carriage meshing with a
rack on the quadrant: the pinion In turn was driven through a worm and wheel. To obtain -o5

0 
to 00 the

model was simply rotated 1800 about its body X-axis. Angles of attack greater than 450 necessitated
introducing an upper surface entry sting. The normal rear entry sting was still used but a 900 adapter
now connected the sting to the male joint of the balance (fig. 3). Sideslip was obtained by rotating the
model about its body X-axis.

Both these motions were infinitely variable, location at the required settings being by clamps.
Setting accuracy was of the order of 8C = 0.10 and *B = 0.50, giving a similar overall accuracy for a
and 8.

2.2.3 Drive

Originally a 1.1 kW air-motor was used, driving the rig through a 103:1 reduction gearbox to
provide a maximum rotational speed of about 30 rpm. This was later replaced by a 2.2 kW air-motor and
47:1 reduction gearbox. A maximum rotational speed of about 60 rpm could now be reached, increasing the

maximum value of Or to about 0.2. Furthermore, the more powerful motor gave greater speed stability at
2V

low values of wind-axis roll rate.

2.2.4 Balancing

It was recognised during the initial consideration of both this and the multi-facility rig that
balancing may provide some severe problems (5). There are two aspects of balancing, static and dynamic.
Static balancing requires the system to be in equilibrium about the rotational-axis only, dynamic
balancing requires equilibrium along this axis also. Because of the low rotational speed and the demand
for a simple design, dynamic balancing was not considered for the 5.5m LSWT rig. So that rotational
speed fluctuations could be reduced to a minimum however, static balancing was clearly a necessity.

To maintain static balance during an angle of attack traverse both the balancing mass and its
radial position could be adjusted: below eC z 8.50 the balance mass had to be moved from one end of the
arc to the other. Setting-up sideslip by rolling about the model X-axis should have no effect on the
balance mass or position, as long as the model itself was balanced (i.e. arranging the model c.g. to be
coincident with the moment reference centre which was itself the point through which the wind-axis
rolling-axis passed at all attitudes). This exercise was carried out for all models tested on the rig.
In the case of the strike-fighter model shown in the photographs however, the sting was not aligned with
the model X-axis (to reduce model distortion) and so, as sideslip was applied, the balance mass and/or
position needed to change to maintain static balance. To alleviate this unsatisfactory situation a
secondary balance mass was positioned on the sting itself, which balanced it about the model X-axis at
all values of *B (shown on figs. 2, 3 and 4).

2.2.5 Control and data acquisition

The only control needed was over rotational speed, and this was achieved simply by throttling the
air supply to the motor. Motor speed was read via a tachogenerator and inputted directly to the 5.5m LSWT
mini-computer based acquisition system, as well as being displayed for the rig operator.

A 25-channel slip-ring unit was fitted over the drive shaft near to the quadrant (fig. 5): the
large diameter necessary gave rise to fears that the high-rubbing velocity of the brushes would degrade
the signal-to-noise ratio. This proved to be of no consequence whatsoever, the signal-to-noise ratio
being lower than that of the complete instrumentation system (5 PV).

The standard 5.5m LSWT data acquisition system was used, with only one modification: this was an
improvement to the Integration routine to enable data to be averaged over a cycle Instead of a time
(cyclic Integration). A micro-switch provided the required pulse to start and stop the integration, the
number of cycles over which Integration was to take place being set-up beforehand. Integrating the data
cyclically had two major benefits: the extremely unsteady data, particularly at high angles of attack,
was smoothed to give repeatability approaching that of normal steady-state testing, and the need to
perform gravitational tares was eliminated.
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2.2.6 Data analysis

During a test on a rotary derivative rig the load on the balance has three constituents,
gravitational, Inertial and aerodynamic. The first (due to the model weight) is purely cyclic, and over
a complete revolution its mean value is zero: thus one of the benefits of the cyclic integration
described above becomes clear. inertial loads can be determined by performing a 'wind-off', by
calculation or by a combination of the two: either of the first two techniques can be used with the
5.5m LSWT rig (6). The first is straightforward and merely consists of performing, wind-off, the
rotation rates to be covered wind-on: the data is interpolated by rpm to correct the wind-on data. The
second technique is more complex. It is necessary to know the model attitude, rotational speed, mass,
centre of gravity, and moments and products of inertia: the first two are straightforward. To determine
the mass and c.g. position the balance loads at a number of attitudes (roll angles) are required under
static conditions - a gravitational tare. However, three tares must be performed to determine the model
inertias. The model is set-up to provide, in turn, the maximum inertial rolling moment, pitching moment
and yawing moment: the rig is obviously run at its maximum speed. bata from the three tares is combined
in a computer program which evaluates, using Euler's equations of motion of a rigid body, the moment of
inertia differences and products of inertia. (This data was compared with that obtained for one model
configuration using a classical laboratory technique (7); data correction using either set of inertias
was very similar). These were input as fixed data to the data reduction program. Once the inertial loadhad been accounted for, the remaining load was assumed to be the aerodynamic load.

Of the two techniques, that of using an inertial tare and Interpolating has proved to be rather
more accurate for the moments, and significantly so for the forces, and is now used for all 5.5m LSWT
rotary derivative rig tests.

2.3 Calibration and Commissioning

2.3.1 Calibration

To statically balance the rig it was mounted on knife edges, one supporting the drive shaft, the
other supporting a special calibration fixture replacing the balance. It is now considered that this was
not ideal due to the inevitable deflection of the rig being in a different sense to that occurring when
the rig was mounted in the tunnel: a somewhat different technique will be used with the multi-facility
rotary derivative rig (see section 3.3).

The rig was physically balanced at every ec = 50, except in the range 70 to 100, where the
increments had to be smaller due to the balancing requirements approaching zero. A polynomial fit to the
data was made, resulting in a table of balancing masses and positions for every ec = 0.10.

Once in the tunnel angular and translational deflection calibrations were performed, giving two
deflection matrices, subsequently used to correct model attitude and inertial loads.

2.3.2 Commissioning

With no regard having been paid to dynamic balancing, the rigidity of the system (particularly the
tunnel support which was known to lack stiffness in yaw) under rig rotation was a subject for some
speculation. At 30 rpm and a = 350 some oscillation of the support system was visible: the bracing to
the tunnel walls (fig. 2) eliminated this completely and allowed operation up to 450 angle of attack.
Above 30-35 rpm some twisting about the tunnel yaw axis became noticeable, but an extra brace between the
motor and tunnel support reduced this to an acceptable level, and allowed safe operation up to
w = 50-55 rpm.

Some variation in rotational speed over a single revolution was noticeable at very low speeds (less

than 6 rpm, or -- 0.02) of about ±8%. By 20 rpm this reduced to better than ±1%. As has been mentioned

earlier, considerable attention was paid to balancing both rig and model, so the effect of rig deflections
was clearly important at these low speeds. However, the technique of integrating the data over a cycle
had the effect of nullifying this and producing good, repeatable data at all speeds (see section 2.4.2).

2.4 Test Performance

It became necessary to validate this technique of obtaining rotary derivatives In two stages, the
second stage being to check the benefits gained by the introduction of a number of improvements
recommended as a result of the first test phase.

2.4.l First test phase

A lightweight fuselage shell was specially built for use on this rig, based on a current strike-
fighter: comparison of rig data with flight test data up to moderate angles of attack (a - 200) was
therefore possible, and this would determine the satisfactory nature of the technique, or otherwise.
Prior to testing, the model was carefully balanced (2.2.4). Due to having to employ existing wings which
were much heavier than the Ideal, the amount of balancing weight was rather excessive: together, these
two factors made the model somewhat heavier than anticipated - this is commented upon later. Immediately
following this the moments and one product of Inertia were measured by oscillating the model about its
various axes, on knife edges. At this stage the instrumentation system had not been modified to provide
cyclic Integration: since time integration could not usefully be employed, instantaneous data points had
to be taken. it was thus necessary to know the roll angle at which the data was taken, in order that the
load on the balance could be corrected for the gravitational term. To determine the correction required,
a 'gravitational tare' run had to be performed prior to each run: this was extremely time-consuming.
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Furthermore, the technique of taking instantaneous data points meant that, under unsteady flow
conditions, there would be a large problem of repeatability, and it would be necessary to take mcre than
one data point at each condition (an example of the time-based output of one channel - rolling moment -
under steady-state conditions is shown on fig. 6).

A further source of potential error, common to all rotary derivative rig testing and worth
mentioning at this stage, is that of the strain-gauge balance load range. The ideal balance for low-speed
rotary derivative rig work requires a load range combination totally unlike that for normal six-component
testing. For example, the forces are dominated by the need to support the model weight, and so they must
all be of the same order. This inevitably results in a degradation of the resolution of aerodynamic
forces X and Y, which are generally small anyway. Although they have no gravitational components (as
long as the model is balanced) rolling moment, pitching moment and yawing moment will have significant
inertial contributions.

The balance used for all testing of the rig to date is an existing balance not designed for rotary
derivative rig work: its design load range (in N and Nm) is as follows:

X y Z L N N

700 900 4900 60 160 70

although it was calibrated over a more suitable range for these tests. A new six-component balance has

been designed for exclusive use with the rig: its load range is (N, Nm):

700 750 1000 65 90 80

and both these ranges may be compared with the maximum aerodynamic loads alone (also N, Nm):

40 60 500 25 50 15

It is clear that the resolution of the aerodynamic loads is degraded by the need to support the
gravitational and inertial loads.

It is not proposed to discuss in detail the results obtained during this phase of testing, since
the scatter at angles of attack greater than a = 150 was considerable. Least-square straight line fits

to all the C V. - and .-- plots were made, the resulting slopes enabling plots of Lp v. C and

N v. a to be made: comparison of this data with that obtained from flight testing, wing pressure data
and theoretical estimates was sufficiently encouraging to consider the technique validated, but in need
of some refinement. Together with a number of other points, it was thus strongly recommended that the
cyclic integration technique be incorporated as soon as possible, as the single most cost-effective means
of improving the data quality.

2.4.2 Second test phase

A number of improvements were made to the rig and associated systems before a second test programme
was begun, the most important of which was cyclic integration. To initiate (and end) the integration
period a pulse was required, and this was taken from a micro-switch mounted within the slip-ring unit
cover: some additional circuitry was needed to shape the pulse correctly for recognition by the programme.
Prior to the test programme proper, an Investigation was carried out into the effect of varying the number
of cycles (revolutions of the rig) over which the signals were averaged: the data is presented on fig. 7.
It can be seen that the number of cycles of integration has very little effect on the data, the sole
exception being at high angle of attack and low rotational speed where the data averaged over 2 cycles
diverts from that at 3 or 4 cycles (or above - not plotted). On this basis, therefore, 3 cycles was
chosen as the optimum level. At the highest rotational speed shown, this represents about 41 seconds of
integration: static, high angle of attack testing in the 5.5m LSWT is carried out using 5 seconds of
integration.

The subsequent test programme consisted initially of repeating a number of the runs of the earlier
test phase, to assess the benefits gained in terms of scatter and repeatability. Fig. 8 reveals a
significant improvement: the scatter is reduced considerably, giving smooth data even at high angles of
attack. As far as repeatability is concerned, figs. 9(a) and (b) show that this is of a high order:
indeed, as far as the moments are concerned it is approaching that of steady state, six-component testing
at high angles of attack. Three separate runs are plotted for two angles of attack and for the two most
relevant components, Ct and Cn . Neither angle of attack nor rotational speed have any noticeable effect

on the repeatability.

If the plot of Lp-a is examined (fig. 10) it can be seen that up to a - 300 data from the rotary
derivative rig generally substantiates the estimated curve. The estimated data is obtained from flight
testing (at a 4 200) and a wind-tunnel tested pressure plotted wing (a > 200). Above a - 200 a divergence
between the data occurs, becoming significant above a - 300, when the rig data Is Indicating a situation
approaching auto-rotation. As far as Np Is concerned (fig. 11) the rotary derivative rig Is predicting a
much smoother change in Np with a up to a - 350, at which angle of attack the data peaks sharply before
declining. These discrepancies have not been successfully explained at the time of writing, but the rig
data has been shown to be extremely repeatable.

Some general comments on rotary derivative rig data accuracy are contained in section 4.
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3. MULTI-FACILITY ROTARY DERIVATIVE RIG

3.1 Test Facilities

Although designed primarily for the 1.2m HSWT at B.Ae, Warton Division (a blowdown tunnel), it was a
pre-requisite that the rig would also function in three other U.K. tunnels: the 2.7 x 2.lm LSWT, B.Ae,
Warton Division; the 9' x 81 transonic tunnel at A.R.A., Bedford; and the 8' x 8' HSWT at A.A.E., Bedford.
However, because of the impact of the design requirements to allow the rig to operate in a relatively
small blowdown tunnel, the effect of considering the other tunnels on the rig design was minimal. The
only feature designed specifically for one of the other tunnels (other than the rig supports) was that
which allowed testing at angles of attack greater than 400.

3.2 Specification and Design Features

3.2.1 Specification

The original specification demanded the following test envelope:

maximum Mach number : 0.95 (1.1 if possible)

maximum Reynolds number : 46.10 6/m (highest at M = 0.95 in 1.2m HSWT)

angle of attack range : 0 to 400 (0-90o in the 2.7 x 2.lm LSWT)

sideslip range : 0 to 100 (up to a = 200)

roll rate :2000/s full-scale

Using models generally associated with the 1.2m HSWT (approximately T scale combat aircraft models)

the last requirement needed a roll rate of about 600 rpm, giving a maximum value of - of about 0.14 at2V
the lowest 1.2m HSWT Mach number, M = 0.4.

The maximum running time in the 1.2m HSWT is roughly 25 seconds at the minimum Reynolds number at
M = 0.4, reducing to about 9 seconds at the maximum Reynolds number at M = 0.95 (these figures include
2 seconds settling time). This limitation immediately imposed upon the design the impossibility of
changing a and 8 during a run, wind-axis roll rate being the only practical run variable. At the same
time positive locking of the motions was adopted (as opposed to the clamping techniques of the 5.5m LSWT
rig), owing to the very high loads generated by the rotational speed and attitude.

The components of the rig are shown in photographs on fig. 12, and on a general arrangement on
fig. 13.

3.2.2 Incidence angles mechanism

Providing sideslip was straightforward, rolling the model about the body X-axis being adopted as
for the 5.5m LSWT rig: the imposition of positive locks gave an increment of fB = 40.

However, the angle of attack variation was approached somewhat differently. Two motions were
adopted, one translational and one rotational: this eased some manufacturing problems, but also allowed
the possibility of rotating the model with its c.g. off the rolling axis. The translational motion was
achieved using a leadscrew to move the incidence carriage along the guide bar: the rotational motion by
a worm and wheel rotat;ng the incidence arm (and therefore the sting and model) within the incidence
carriage. In both cases tapered pins were used to remove any play between the various components once
the required settings had been reached. The increment in eC resulting from this was 20.

This solution for the a.gle of attack setting can be viewed as a variable-angle cranked sting,demanded by the lack of height in the 1.2m HSWT and the need to reduce blockage.

3.2.3 Drive and control system and operation

A hydraulic motor was chosen at a very early stage In the design study as being the most
satisfactory in terms of power for a given physical size. The one finally chosen was of 39 kW driving
the rig directly, and having a through-hole In the shaft to allow passage of the instrumentation wires.
A full closed-loop servo control system, programmed via a dedicated mini-computer-controlled data
acquisition system, was also employed. The system had to automatically run through as wide a range of
rotational speeds during a 1.2m HSWT run as possible. By commencing at the highest rotational speed and
decelerating great benefits In terms of reduced time between data points would be obtained; the
performance demanded of the system Is to decelerate by 60 rpm and take data at the new speed, in 2s. In
the continuous running tunnels a manual-speed change system could be used as an alternative, the control
system functioning only as a constant speed control device. The input to the speed control was from an
optical encoder rather than a tacho-generator, as this was considered to provide greater accuracy.

A self-contained hydraulic power unit was used with the rig, avoiding the necessity of having a
power unit of the required size at each tunnel and of trying to Interface with unfamiliar, and varying,
equipment. The system Is a low pressure, high volume flow nne, the opposite of that found at most wind-
tunnel sites so much of the existing equipment could not have been used.
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3.2.4 Balancing

Unlike the 5.5m LSWT rig the problem of dynamic balancing was given a great deal of thought
(static balancing having been accepted as a necessity). It is possible to show that a single balance mass
can be used to dynamically balance a system such as this, the practical problem being to position the mass
longitudinally. Two longitudinal positions of the mass were provided so that, during the commissioning
phase, the effect of varying this position of the mass on the vibrational characteristics of the rig could
be investigated. Other users of high-speed rotary derivative rigs (exclusively in the U.S.A.) benefited
from the generally massive tunnel supports available for supporting their rigs, and, as far as can be
gathered, have not considered this to be a problem.

For static balancing, both balance mass and radial position could be varied but on only one end of
the rig. To reduce the bulk of the mass, the various laminae were made from a special 'heavy metal',
approximately twice the density of steel.

As with the 5.5m LSWT rig the model has to be balanced separately, the sting and balance being
regarded as part of the rig.

3.2.5 Blockage

The possibility of blockage reducing the performance envelope in the 1.2m HSWT was recognised
during the feasibility study, and two static blockage models were subsequently built (fig. 14). A very
simple cross-sectional area representation of the scheme that gave rise to these problems was tested in
the 1.2m HSWT and significantly reduced the maximum available Mach number. To achieve M = 0.95 the
frontal area of the drive and incidence angles mechanism had to be reduced; a model of this approach
showed that M = 0.95 was achievable. However, the reduction in size meant a commensurate reduction in
strength such that the maximum loading condition (M = 0.95, a = 400, Re = 46.10 6

/m, jw = 600 rpm) could
not be achieved. The following are the resulting design points in the 1.2m HSWT:

M = 0.95, a= 400, Re = 23.10
6/m, ;w = 600 rpm;

M 0.95, a 150, Re = 46.10
6
/m, ;w 

= 
600 rpm;

H - 0.55, a = 100, Re = 40"10
6/m, ;w = 600 rpm.

At the same time, a brief investigation into the Mach number distribution in the region of the
model was made. This showed 6 slight longitudinal gradient, but no variation laterally: since any
further blockage reduction would have meant a severe contraction of the operating envelope, it was felt
that the situation could be accepted, particularly in view of the good lateral distribution.

3.2.6 Strain-gauge balance

It has been suggested that the rapid cyclic variation of loads on a strain-gauge balance demands a
dynamic balance calibration (9). As no reference to this being performed on balances used on rotary
derivative rigs could be found, a brief experiment to determine the necessity for this was organised.
This covered the range 0-15 Hz and used a typical 1.2m HSWT sting/balance/model combination. The result
was that, at resonance, phase shifting of the various outputs was found and, as may be expected, the
frequency response peaking: ±2 Hz from resonance, no phase shifting was evident. However, much more
importantly from the rotary derivative rig point of view, the mean output was invariant with frequency:
thus a static balance calibration was perfectly satisfactory for the determination of cyclically-averaged
loads.

3.2.7 Control and data acquisition

Reference has been made to the control of the rig speed through a closed-loop servo system. The
overall control of the rig for setting the required speed, speed increment, etc., is through a v.d.u.
connected to a mini-computer-controlled data acquisition and control system (fig. 15). Data point
settings in the form of initial speed, speed increment, number of speeds, number of rig revolutions over
which data is to be Integrated and rate of change of speed, are set-up as fixed data prior to a run.
Once the tunnel conditions are set the operator starts the control system, which then automatically
processes the run through the specified conditions. In a continuous running facility the operator could
perform the speed change function manually: on-line data processing would make this a more flexible
operation as the programme could be changed, depending upon the results (displayed on the v.d.u.).

In all the test facilities certain tunnel control functions can be interfaced with the rig control
system, In particular those concerned with emergency shutdown procedures. If an emergency should occur,
making it vital to rapidly stop the rig, power to the motor is cut instantaneously prior to the
application of a disc brake mounted on the drive shaft (fig. 13). This may be operated either by the
operator having visually observed some failure, or automatically by the exceeding of some pro-set limit
in the data acquisition system.

A miniature 95-way slip-ring unit is mounted at the rear of the drive motor, the instrumentation
wires passing through the motor shaft.

As the rig was required to have a high degree of versatility with regard to the test facilities,
it was decided that the provision of a purpose-built Instrumentation package would be preferable to
modifying the instrumentation system at each tunnel to conform to the demands of the rig. A number of
options for removing the gravitational loads were Investigated (filtering, generation of an opposilng
signal, single and dual data scans), but all were eliminated In favour of multiple data scanning (or
cyclic integration). This demands a very high sampling rate (100 ps/sample) in order to minimise the
number of revolutions over which data needs to be taken (thus maximising the number of date points taken
during a run in the 1.2m HSWT).
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A mini-computer is used as the data management tool, the data processing being performed by the
B.Ae, Warton Division, IBM 370 via a link by means of modem units (interfaces to code data into a suitable
form for transmission over telephone lines). It will, of course, be necessary for each site to have this
facility. This technique of data processing has been in use for over two years on the 5.5m LSWT
instrumentation, and has been extremely satisfactory (fig. 15).

3.2.8 Data analysis

The problem of analysis of the balance loads is identical to that described earlier (section 2.2.6);
gravitational loads are dealt with as above, inertial loads need to be determined, and the remaining load
is assumed to be aerodynamic. It was hoped that the inertial loads would be determined by performing a
wind-off run prior to each tunnel run: because of the rate at which this could be done, and the length of
time between 1.2m HSWT runs, this was no detriment to the overall progress of the programme. However, rig
and balance deflections are not so easily accounted for using this technique, and it is therefore planned
to use a combination of wind-off testing and calculation (thus making the knowledge of the model moments
and products of inertia essential - they will be measured as in section 2.2.6). The accuracy of this
approach will be compared to that of wind-off alone, and calculation alone, to determine if any one method
is significantly superior.

3.2.9 Tunnel installations

The installations at the four designated facilities are on fig. 16: the relationship between the
rig size and the various tunnels is clearly shown.

3.3 Calibration and Commissioning

At the time of writing the rig is undergoing a lengthy period of calibration and commissioning. The
rig is being statically-balanced over the complete range of angle of attack for all three sting
combinations that are available. Its deflection characteristics will be measured, as will the efficiency
of the disc brake. This will be determined by the use of a purpose-designed rig on which the incidence
angles mechanism is replaced by a disc of similar inertia. A replacement shaft will be used to support
this disc and the disc brake assembly, the whole system being driven by a pneumatic motor: this is being
done to avoid possible damage to the rig proper if some catastrophic failure should occur during the disc
brake testing. Calculations have shown that application of the disc brake alone should be sufficient to
stop the rig from 600 rpm in 10 seconds: of course, in the event of an emergency, the hydraulic motor
will be shut-off and will also act as a brake on the system: using figures from the supplier of the
motor, it is believed that the combination of brake and motor will stop the rig from 600 rpm in about
5 seconds. Once the disc brake has been shown to be working satisfactorily, the maximum operating speed
of the rig will be determined: during this operation accelerometers mounted on the drive casing will be
used to monitor vibration. From this data a correlation between rig vibration and speed and attitude
will be attempted.

The next task will be to introduce a single-step change of speed automatically: the ability of the
drive system to meet the deceleration requirements mentioned earlier will be assessed at this time, and
the optimum rate of deceleration and number of cycles of integration to give satisfactory data
repeatability in a minimum time will be determined. Assuming that this is satisfactorily accomplished,
then a complete wind-off roll rate traverse can be performed, using the automatic control procedure.
Finally, it is hoped that forward speed commissioning in the 2.7 x 2.1m LSWT will take place by October,
and in one of the high-speed tunnels early in 1979.

4. CONCLUDING REMARKS

It is worthwhile discussing the general problem of obtaining accurate data from rotary derivative rigs.
As a starting point the loads which the internal strain-gauge balance has to support will be considered.
The total load is made up from: gravitational load (due solely to model weight), inertial load (a
function of model mass, rotational speed and attitude) and aerodynamic load (which must be identified).

If the technique of cyclic integration is employed it eliminates the need to account for the model
weight, thus removing one source of error. Accounting for the inertial tare can be done in three ways
(section 2.2.6), and the best technique will depend on a number of factors, e.g. overall flexibility of
the rig, relative flexibility of the sting and balance, model mass c.f. balance load ranqe, etc.
Experience with the 5.5m LSWT rig has shown that, of the two techniques available (calculation of inertias,
or use of wind-off tares), that of using wind-off tares is the most accurate, but this may not be the case
for other model/balance/rig combinations. The possible error in Ct due to incomplete removal of the
inertial tare is of the order of .001, roughly 2j% of the highest value of rolling moment: a similar
percentage accuracy applies to all the other components. The remaining load is considered to be the
aerodynamic load.

However, although the model weight is not needed to be known, it has a bearing on the overall accuracy
of the aerodynamic load, inasmuch as it affects the balance load range. For a high-speed tunnel model its
effect is trivial, but for a low-speed tunnel model the model weight can obviously affect the ranges
required on the forces. Assuming the model to be balanced, the moments will be unaffected. If the
inertial load is now considered, then, for a given roll rate and attitude it is in fact dictated by the
model weight. In this instance both high-speed and low-speed models are affected, primarily the moments.
The weight of a high-speed tunnel model is largely dictated by the strength required to withstand
aerodynamic load and little reduction would seem possible. By reducing the weight of low-speed tunnel
models however, an improvement in overall accuracy, by ensuring that the aerodynamic load becomes a
greater proportion of the balance load range, is clearly possible.

A corollary to this is that the balance must be very carefully designed to ensure also that the
available load ranges are not wasted. It is inevitable that some components will have their resolution
degraded (see section 2.4.1) by the need to support the model weight and/or Inertial load.
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ANGLE OF SIDESLIP pb ROLL RATE MACH. NUMBER REYNOLDS NUMBER, MAX.
ATTACK RANGE RANGE * 2V RPM MAX. m BASED O

(AT P=O0) (AT Oc=2O) MAX. MAX.c

5-5M. L.S.W.T.
ROTARY DERiVATIVE -45(0,1)90 -4010-5)40 0-22 60 0.06 1.35.106 0.71.106
RIG.

MULTI-FACILITY
ROTARY DERIVATIVE
Rlr,.

1-2M.H.SW.. IK=40 23. 106 2.2.106

tM S...-40(2140 -35(5)35 0-14 600 0.95 1 cz15' 46.106 4-4.106

9~~AR.0.19 15.106- 1.4.106I

272MLST -4040 0-43 600j 0-13 3.05.106 0-29.106
-40(2)90 0-18 250

8 af R. A. E. -40(2)40 0-43 600 0.87 30,106 2.8.106

* RANGE AND INCREMENT VARY WITH Oc

FIG. 1. TEST PARAMETERS

FIG. 2. 55. LSS.W.. RTARYDRIAIVEI
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FIG. 3. 5-5M. L.S.WT. ROTARY
DERIVATIVE RIG.

INSTALLATION FOR 45 <Oc< 90

ADAPTER TO SUIT 5-5M. BALANCE WEIGHTS
L.S.W.T. SUPPORT

TACHOMODEL JA2
TACHO
GENERATOR

I I \ \AXIS

-r r- - o AION

2-2 kW.
AIR MOTOR
47:1 REDUCTION
GEARBOX STING

25 WAY SLIP RING UNIT SCALE

SLIDING CARRIAGE P

\ROLL JOINT 0.1 M.

FIG. 4. 5.5M. L.S.W.T ROTARY DERIVATIVE RIG
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POSITION OF SEAL

SLIP-RINGS

FIG. 5. SLIP-RING UNIT

TYPICAL TRACE (PART ONLY REPRODUCED)

Oc At (MAX.)

450 y+1-8 Nm

250 ±-95Nm

A,- A--at~ ~200 W4V ±58 Nm

150 AA. aA"ca ± 29Nm

100 ± ±I9Nm

1 SEC.

VoD 2Omls. ow=0

FIG. 6. TIME BASED OUTPUT OF
ROLLING MOMENT CHANNEL
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04 N.OA ,.vVaCLES RUN NO. C1 Cn -04 J ZER INERO RNN.49
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-0-1 3 4863 0 O- CYCLIC INTEGRATION RUN NO. 4866
4 486

FIG. 7Z EFFECT OF NUMBER OF FIG. 8. EFFECT OF CYCLIC
CYCLES OF INTEGRATION ON DATA INTEGRATION ON DATA SCATTER

-0-Oc aI0* pb
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0 -02 -04 -06 -08 -10 -12 .14 Cn 0. ''. .

-. 02-of, +,O. .02- RUN NO.+
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2+ --04J 4870

--04 RUN NO. O.%'++ 4862
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02 0c45* pb -02 -04 -06 -06 -10 -12 .14-0.2 Cn 0

C* o -2 -04l -06 -08 -10 -12 .142

C -1-2- 
6

.0] RUN NO. -0 RUN NO.

"4872 o 4872
-0J 4873 -. 06 . 4873

4885 + 4885

FIG. 9(a). DATA REPEATABILITY, Ct FIG. 9(b). DATA REPEATABILITY, Cn
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FIG. 10. Lp - OX (WIND AXES) FOR A CURRENT
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oc>20* THEORETICAL ESTIMATES) =3mo

FIG.11.Np O (WND AES)FOR A CURRENT
FIG.11. p -~ (WND AES)COMBAT AIRCRAFT

FIG. 12 MULTIFACILITCROTAR

DERATRVE RIGN
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BALANCE WEIGHTS SCALE 95-WAY
AND SUPPORT P SLIP-RING UNIT

SERVO VALVE
SUPPORT BEAM 39kW.

HYDRAULIC MOTOR
MODEL - DRIVE SHAFT

/ -- HOUSING

_ -' -- _ _ _ ____-_ _

STING DISC BRAKE ENC I-E

~B.A.C. WARTON
ROLL JOINT 6- STANDARD JOINT

INCIDENCE ARM/CARRIAGE SUPPORT FRAME

FIG. 13. MULTI-FACILITY ROTARY DERIVATIVE RIG

FIRST BLOCKAGE MODEL~'ii

U.

I

SECOND BLOCKAGE MODEL

FIG. 14. 1.2M. H.S.WT.
BLOCKAGE MODELS
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WIND TUNNEL TESTING OF DYNAMIC DERIVATIVES IN W-GERMANY

by
X. Hafer i

Professor of Aeronautics
Technical University Darmstadt
PetersenstraBe 30, 6100 Darmstadt

W-Germany

SUMMARY

A survey is given of the activities of the German national working group engaged in the
development of dynamic wind tunnel test installations.

Sponsored by the Ministry of Research and Technology, the development of four different
test rigs was planned. So far, the development of three test rigs is completed. They are
now available for routine investigations, which has been confirmed by many successful
tests. Each rig has been designed to meet very specific test requirements which are
discussed in detail.

Furthermore, test results are presented giving a comparison of systematic tests with the
same model mounted on different test rigs in different wind tunnels. Some flight test
results of the corresponding original plane are compared in addition. Finally, some
results of linearised flight dynamic investigations are presented to demonstrate the
influence of the several dynamic derivatives on the longitudinal and lateral aircraft
dynamics.

NOTATION&

Lp rolling moment due to roll-rate (damping in roll)

Lr rolling moment due to yaw-rate
1q pitching moment due to pitch-rate (damping in pitch)

Np yawing moment due to roll-rate

Nr  yawing moment due to yaw-rate (damping in yaw)

V velocity

Y; lateral force due to lateral acceleration

Z. vertical force due to vertical acceleration

b wing span

c wing chord

f frequency

n rate of revolution

p roll-rate

r yaw-rate

s wing half span

Az amplitude in heave

0 pitching displacement

*rolling displacement

Vp2+r2 resulting rate of revolution

a0  steady state angle of attack

YQ angle between V and n

AO amplitude in pitch

At amplitude in roll

amplitude in yaw
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damping ratio

o 0 "undamped" circular frequency

W circular frequency of the aircraft short period motion

circular frequency of the aircraft dutch roll motion

reduced frequency

a=-c Lo exponential damping factor

V kinematic viscosity

Subscripts

A/C aircraft

M model

1. INTRODUCTION

During several decades much efforts in developing methods for measuring dynamic derivatives
can be observed. In 1954, J. Valensi (ref. 1) gives a survey of the methods applied in
European wind tunnels until this time. L. Arnold (ref. 2) describes, in 1955, the state
of the art in Europe and in the USA, considering besides the test methods also the problems
of test instrumentation and the construction of models. The publication of K.J. Orlik-
Rfckemann (ref.3) from 1959 gives a systematic and detailed survey of the different
techniques also considering free flight test methods. More extensively than W.G. Molyneux
(ref. 4), J.B. Bratt (ref. 5) gives in 1960 a survey of test procedures in wind tunnels,
analysing especially the ranges of application and sources of errors of the different
methods. C.J. Schueler, L.K. Ward and A.F. Hodapp (ref. 6) present in details the state
of the art. They describe especially the various kinds of model supporting systems, test
instrumentation, construction of balances, and data reduction methods. This publication
presents a bibliography containing more than 400 references. K.J. Orlik-Ralckemann (ref. 7),
(ref. 8) compares the demand for test installations to measure dynamic derivatives with
the available facilities and remarks the lack of experimental results expecially for
large angles of attack and very large Re-numbers. The bibliography of the present paper
contains further publications, in which special test installations are described and
results are presented as from Langley Research Center (USA) (refs. 9 - 11), RAE-Bedford
(UK) (ref. 22), ONERA (F) (refs. 15 and 23) and DFVLR (W-Germany) (refs. 25 - 28) and the
German Working Group (refs. 29 - 32).

It was the objective of our efforts, in principle, to obtain testing installations which
enable us to measure the most important dynamic derivatives in routine tests. In 1972 a
national working group was constituted, the members of which belonged to different
aeronautical research institutes (DFVLR, Universities of Bochum and Darmstadt), and the
aeronautical industry (Dornier, MBB and VFW-Fokker).

In coordination with the Ministry of Research and Development, a programme was set up in
May 1973 to settle upon the technical details, financial aspects, and the course of
development of the following four dynamic test facilities:

Project 1: Industrial testing of the DFVLR multi-degree-of-freedom oscillatory derivative
balance
(Programme management Dr. v.d. Decken, Dornier, Subcontractor DFVLR G6ttingen)

Project 2: A mobile oscillatory derivative balance for use in the 3-m low speed wind
tunnels of W-Germany
(Programme management Dr. v.d. Decken, Dornier, Subcontractor VFW-Fokker,
Techn. University Darmstadt, DFVLR G8ttingen)

Project 3: A rotary derivative balance for use in the 3-m low speed wind tunnel in
Cologne mainly
(Programme management H. Schulze, MBB, Subcontractor DFVLR K81n and Braun-
schweig, Universities of Bochum and Darmstadt)

Project 4: An oscillatory derivative balance for use in the 1-m transonic wind tunnel
DFVLR G~ttingen
(Development of the DFVLR G~ttingen)

In the following, the projects 1 to 3 which already are successfully developed and tested
will be described. The important problems of data-acquisition and -evaluation will be left
untouched, for they are the topic of the following paper by Dr. E. Schmidt.
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2. DESCRIPTION OF THE TEST FACILITIES

2.1 DFVLR Multi-Degree-of-Freedom Oscillatory Derivative Balance

This balance for oscillatory derivative measurements with rear-sting-mounted wind tunnel
models was developed by the DFVLR (ref. 18) based on the experience with the well known
Thompson rig of the RAE (ref. 22). The arrangement for longitudinal tests is shown in
Fig. 1. The apparatus consists of a very stiff ground fixed support system (1) with angle
of attack adjustment from -5 to 25 degrees, the elastic sting (2) at the head of which
the model (3) is fitted, and an electro-mechanical exciter (4) with a driving rod fixed
to the model at its rear part. The main part of the mechanical set up is the elastic
sting, Fig. 2, which consists of two spring elements of different stiffness. The rear
flat spring by its bending stiffness defines the natural frequency of the heave
oscillation while its torsional stiffness defines the natural frequency of the roll-
oscillation. The forward spring, which normally is covered by the model, consists of
two parallel bar springs which define the natural frequency of the pitch oscillation.
Between these two springs a vertical flat spring provides the stiffness necessary to
transfer the normal forces. Two spring units of different stiffness are in use.

For a given spring unit the oscillatory system consisting of the model (mass m = 46 kg,
moments of inertia in m2kg: Ix = 4.1, 'Iy = 12.5, Iz = 24.0), the elastic balance, and the
ground fixed support has different natural frequencies. In the following only the values
of the weak spring arrangement are mentioned.

In the longitudinal mode two characteristic natural frequencies occur:

a) Exciting with a frequency of about 2 cps, both springs are deflected in the same
direction. This results in a pitch oscillation of the model with a superposition of
a small heave portion.

b) Exciting with a frequency of about 4.5 cps, both springs are deflected in opposite
direction. The result is a heave oscillation with a superposition of a small pitch
portion.

For the investigation of the lateral motion, the sting, together with the spring system
and the exciter, is turned by 90 degrees with the model being left in the usual position.
The following three natural frequences can be observed:

a) At an excitation frequency of about 2 cps, both springs are deflected in the same
direction. From that, a yaw oscillation follows with a superposition of a small
transverse portion and a very small roll portion.

b) At an excitation in the second order frequency (about 4.5 cps), both springs are
deflected in opposite direction. From that, a transverse oscillation results with a
superposition of a small portion of yaw- and roll oscillation.

c) At an excitation in the third order frequency (about 6 cps), both springs twist, which
results in a roll oscillation of the model with a superposition of a small portion of
yaw and transversal oscillation.

The amplitudes of the different modes amount to ±5 mm for the translational oscillations
and ±0.5 degree for the pitch, yaw, and roll oscillation.

Exciting the model with a frequency different from the resonance frequencies results in
mixed harmonic motions of the model.

Normally the tests are performed close to the natural frequencies so that each mode
requires a certain frequency. For a given spring arrangement, a change of the reduced
frequency w* of the model requires a change of the wind tunnel speed, which consequently
results in a change of the Reynolds Number.

2.2 Mobile Oscillatory Derivative Balance

Supplementary to the DFVLR derivative balance which uses an electro-mechanical excitation
system, a different conception of a dynamic testing facility was realized. It should be
a self-sufficient balance including the data acquisition and evaluation system to be used
to perform tests in several 3-m low speed wind tunnels of W-Germany. A further important
aim of the design was the excitation of single-degree-of-freedom motions for being able
to separate the derivatives of the vertical motion. Finally, the exciting frequency should
be continuously changeable for being able to select the reduced frequency and the Reynolds
Number independently.

In the beginning of the design work, the question of the exciting method was discussed.
There are two basic principles: Free oscillations and forced oscillations; in the latter
case, elastic or rigid excitation can be used. Fig. 3 gives a survey of the advantages
and disadvantages of the different possibilities of solution and demonstrates, that the
selected system using a rigid mechanically forced excitation of the model promises
convincing advantages.
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Due to the dimensions of the 3-m wind tunnels the size of the models is approximately
defined. To satisfy an equal magnitude of the reduced frequency w* under free flight-
and model-test-conditions, the frequency necessary for the model-tests can be estimated
by the following equation

VM CA/C W VM SA/CfM VA/C cM or VA/C SM

where w and w are the angular frequencies of the longitudinal or lateral mode in free
flight.'

An evaluation of equation (1) for different categories of aircraft, assuming a mean wind
tunnel speed of 60 m/s, results in a frequency range of 0.5 < fM < 2 cps. Therefore a
frequency up to 3 cps was realized for being able to test also models with larger scales.

The electrical drive system was carefully selected considering especially the necessity
of keeping the frequency constant and synchronous. These requirements were best satisfied
by a 3 kW direct current driving motor with an electronic speed control. The final
assembly of the test rig is presented in Fig. 4. The pillar consisting of two parts (1)
and (2) is designed as a conical tube of cast-steel screwed on a heavy cast-steel bed-
plate having a size of 1.3 x 1.3 m. In this tube, the so called model support (3) is
positioned guided in the upper part of the pillar (1). On top of the model support, a
square-flange is fastened carrying one of two exchangeable motion heads (4) to which a
five component strain gauge balance (5) is flanged. To generate the oscillatory motions
of the model, there are three geared driving motors arranged on the bed-plate one of
which is engaged while the others are locked in idle position.

The heave-motor (6) drives the model support (3) by means of an eccentric drive over the
hinged lever (7). The maximum heave amplitude amounts to ±30 mm.

The yaw-drive (8) generates by means of an adjustable eccentric disk an oscillating yaw
motion of the model support (3) which in this case is bolted with the upper part of the
pillar. The maximum yaw amplitude amounts to ±5 degrees about the vertical wind axis.

The pitch-motor (9) is also used to generate the roll oscillation. In both cases, the
rotation of the gear shaft is converted in the lower part of the pillar (2) into an up
and down motion. This is transmitted to the motion head (4) by means of a rod (10)
arranged at the outer side of the pillar. The maximum amplitudes are ±5 degrees for each
motion. For the roll mode, the oscillation is performed about the wind axis.

To measure the instantaneous position of the model, each mode of motion is supervised by
means of a position indicator. For pitch and roll they are to be found in the corresponding
motion heads. The positicn indicator for the heave motion is arranged at the upper part
of the pillar and the position indicator for the yaw motion at the lower part. Apart from
the heave indicator which is an inductive sensor, all indicators are designed as bending
beams fitted with strain gauges. The maximum amplitudes of the different modes, and the
range of angle of attack is shown in the following table.

Motion Amplitudes Angular-Range

Pitch A8=± 50 ao = 0/5/10/15/-5'

Roll A= ± 50 ao = 0/4,5/9/13,5/-4.5°

Yaw AT = + 50 0 = 0/8/10/15/-50

Heave Iz = ± 30 mm ao = 0/5/10/
1
5/

- 5
'

Frequencies f = 0 3 cps

All amplitudes are continuously adjustable up to the indicated maximum values.

The forces in vertical and lateral direction as well as the moments of pitch, roll, and
yaw are measured by an internal model-fixed strain gauge balance.

It is of great interest, especially for modern fighter type aircraft, to know the dynamic
derivatives at even higher angles of attack than those maximum values being attained by
the above described balances when they are placed in the wind tunnel in usual position.

An extension to angles of attack up to 50 degrees is possible by installing the mobile
oscillatory balance on a support with a circular guide rail, which is available in the
3-m low speed wind tunnel at Brunswick, Fig. 5. Due to this arrrangement, the axes of
oscillation of the roll- and yaw mode are inclined with respect to their original
directions. The balance excited in roll or yaw respectively, will perform in both cases
motions in two degrees of freedom, referred to the wind axis. Supposing that linear
superposing of the two modes is allowed, the derivatives can be ascertained by modifying
the evaluation method used in conventional tests. For testing the pitch oscillation, no
special problems will arise. However, the heave mode needs further considerations in this
case.
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Here the question arises, whether in tests with high angles of attack an oscillation in
the wind system of axes has still its original meaning. So at i = 90 degrees the roll
oscillation about the wind axis represents a body-fixed yaw oscillation and a yaw
oscillation about the wind axis represents a body-fixed roll oscillation.

2.3 Rotary Derivative Balance

With those two test rigs described above, all important dynamic derivatives can be
measured up to large angles of attack, supposing oscillations of relatively small
amplitudes. Besides the steady state derivatives, the knowledge of accurately tested
dynamic derivatives is of fundamental importance to predetermine stability and
controllability of aircraft and missiles with high reliability in the vicinity of steady
state flight conditions. If manoeuvers of very large amplitudes are in question or
continuous rolling or spinning of an aircraft shall be investigated by flight mechanical
calculations, the derivatives produced by oscillatory test rigs are no longer valid.
Here only a steadily rolling model will supply representative results in wind tunnel
tests.

Early rotatory balances constructed in W-Germany (ref. 14 and 33) were limited in size
and range of application. In order to meet the recuirements of the aircraft industry, a
new rotary balance has been constructed. It was designed for use in the 3-m low speed
wind tunnel of DFVLR-Cologne mainly. The general arrangement of the complete system is
shown in Fig. 6. The rotary balance was constructed as an attachment to an appropriate
existing model support (1). The angle between the rotary vector and the speed vector y.
can be varied by changing the attachment with the model support. Flight mechanical
investigations of the free flight rolling motion of fighter-type aircraft, which follows
constant aileron inputs, showed, however, that the angle yQ fluctuates around a
relatively small mean value. So it was decided to select y% = 0 for the rotary tests.

The main mechanical components of the rotary balance are the large bearing box with
spindle (2), the hydraulic drive system including a tooth belt transmission with a gear
ratio of 1:4.5 (3), a device for remote setting of the angle of pitch (4), interchangeable
stings (5), and a six component strain gauge balance joined to the model (6).

The rotary balance is driven by a constant displacement reversible hvdraulic motor with
a power of four kW. The speed - up to 300 rpm - and the direction of rotation is varied
by controlling the fluid flow by means of an electrically controlled servo valve.
10 000 impulses, delivered by an incremental angle encoder mounted at the downstream end
of the bearing box, are used to control the speed. Additionally this drive system allows
to get the model remotely positioned under every desirable roll angle. This is used e.g.
to determine the position of the center of gravity of the model.

On the stream lined arc traverse (1), Fig. 7, a carriage (2) is moved by two screwed
spindles (3). These spindles are at one end connected over a gear (4) with high gear
ratio to an electrical direct current driving motor (5) fixed downstream at the arc
traverse. At the other end of the two spindles, a reversing gear (6) drives a further
screwed spindle (7) which rotates inside of the arc traverse and drives a counterweight
(8).

The total range of angle of pitch (0) from 0 to 90 degrees is obtained by using three
differently bent stings, Fig. 8. The angle of sideslip is adjusted by rotating the
forward part of the sting about its x-body axis (angle 0). Only with 4 = 0, the angle of
pitch is equal to the angle of attack. For values t 0 0, the angles of attack and of
sideslip can be estimated from the following equations

tana = tanO cost
(2)

sina = sine sin.

Future simulation of a finite spin radius can be achieved by rigid adapters, fixed
between the bent part and the forward part of the stings.

The span of the model being tested should be about 1 m in order to make use of the whole
range of the balance. The maximum Reynolds Number for a given model size is defined by
the jet velocity of the wind tunnel (max. 80 m/s). For the Reynolds Number reffered to
the wing chord (c) of the model, we have with the jet speed V and the kinematic viscosity V

Re - V (3)
C v

The reduced frequency w* referred to the wing span b, is defined by w* = b/V as

* n (4)

where n is the rotary speed in rpm.

Eleminating V from these equations, we get a simple relation between the referred
Reynolds Number and the referred reduced frequency



Re ir (-c = TV / 77 (5)

This relation is presented in Fig. 9 and demonstrates the possibility to investigate the
influence of the Reynolds Number at constant reduced frequency and vice versa over a
wide range.

3. COMPARISON OF TEST RESULTS

Wind tunnel test were performed with the same Alphajet light-weight-model mounted on the
DFVLR oscillatory balance (2.1) and the mobile derivative balance (2.2). The model was
to be modified for both sting arrangements by means of changeable fairings. The most
important dimensions of the model were

Length 2.32 m , Wing Area 0.70 m

Span 1.82 m

The tests with the DFVLR-balance were performed in the DFVLR wind tunnel in G6ttingen,
those with the mobile derivative balance in the wind tunnels of the Technical University
of Darmstadt and of the DFVLR in Brunswick. All these tunnels are low speed wind tunnels
with approximately equal nozzle size.

In the figures only some of the most important results are presented and compared with
flight test results as far as available. All derivatives shown in the figures are
referred to the wind system of axes.

In Fig. 10, the derivatives of lift and pitching moment due to pitch oscillation are
shown. Both balances produce nearly identical results. Smaller differences might result
from the different sting arrangement and different reduced frequencies which were by
some factor of three higher in the case of the DFVLR-balance. The wind tunnel results
are in good agreement with flight test results.

Fig. 11 presents the damping-in-yaw and damping-in-roll derivatives. Here the results of
the two balances correspond very well. Especially the consistency of the values measured
by the mobile derivative balance is excellent. Both test results are essentially confirmed
by the flight tests.

In Fig. 12 a comparison of the coupling-derivatives rolling moment due to yaw and yawing
moment due to roll is given. The slope of the values over the angle of attack of both
test results are in reasonably good accordance, while the flight test results show
larger differences especially at lower angles of attack. Since the jet of the two
turbofan engines was not simulated in the wind tunnel tests, some jet-interference effects
may be responsible for this discrepance. Also the steady state derivatives estimated from
the dynamic tests showed excellent results in comparison with steady state wind tunnel
tests and flight tests.

With the roll balance some results were received in first tests by a simplified arrangement,
for which only three different angles of pitch (0, 15, 30 degrees) could be investigated
using three differently bent stings. A comparison with tests performed by Aer Macchi using
the same model (apart from a different sting position and different intake fairings)
confirms our previous results pretty well, Fig. 13.

4. FLIGHT DYNAMICAL VALUATION OF THE DYNAMIC DERIVATIVES

To estimate the flight dynamic behaviour of new aircraft with sufficient accuracy, the
correct knowledge of the total set of derivatives including the dynamic ones is nessesary.

Several dynamic derivatives are of quite different influence on the flight dynamics of an
aircraft. To know the requirement of accuracy for each derivative, we investigated how
the resulting characteristic values are influenced by changing the value of a certain
derivative. This was performed for three aircraft configurations having different aspect
ratio, wing loading, and ellipsoid of inertia. The results of this investigation are
demonstrated in Fig. 13 and 14.

Fig. 14 compares the effect of a relative change of the dynamic derivatives aM, and tZ-
on the change of the circular frequency of the undamped system AwO and the damping ratio
Ac = -a/wo for the short period mode. It is to recognize that the influence of the force
derivativ Z& on the short period mode is some orders of nagnitude smaller than the
influence of the moment derivative Mq for all aircraft configurations considered. This
result is of great importance since an accurate testing of the derivativ Z& involves
fundamental problems since the forces with and without wind are nearly of the same
maqnitude.

In Fig. 15 the influence of the damping and coupling derivatives of the lateral motion
on the damping ratio AC of the dutch-roll-mode is shown for the same aircraft
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configurations. Here also the influence of the force due to lateral oscillations,
represented by the derivativ Cy;, was investigated. Its influence is of such
small magnitude that it is not to be represented in the scale used to demonstrate the
other derivatives. Therefore one can dispence with its determination in dynamic wind tunnel
tests. The influence of the several damping and coupling derivatives depends markedly on
the aircraft configuration. It is to be expected e.g. for slender delta configuration,
that the derivatives due to the rolling motions are dominant while for the subsonic
transport, the derivatives due to the yawing motion are of greater importance. Neverthe-
less, the four lateral dynamic derivatives considered above are roughly of the same order
of magnitude. Their determination in the dynamic tests requires the same degree of accuracy.

5. SUMMARY

In the present paper recent developments of oscillatory and rotary balances for the
measurement of dynamic derivatives are described in details. Some typical test results
are presented which give a comparison of tests with the same model in different wind
tunnels mounted on different balances. It proves the ability of the different test rigs
to provide results of high reliability and correspondence. Furthermore it was shown that
the results of wind tunnel tests are in reasonable good accordance with flight test
results. In a final consideration a contribution is given to recognize the importance
of the several dynamic derivatives for the aircraft's dynamic behaviour, from this can
be deduced which degree of accuracy for each derivative is required in dynamic wind tunnel
tests.
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ON THE TEST PROCEDURES OF THE
DERIVATIVE BALANCES USED IN WEST-GERMANY

by

Dr.-Ing. Jan von der Decken, Dornier GmbH, 7990 Priedrichshafen, Pf. 1420,
Dr.-Ing. Eberhard Schmidt, DFVLR, 3300 Braunschweig, Pf. 3267,
Dipl.-Ing. Bernd Schulze, MBB-UF, 8000 MUnchen 80, Pf. 801 160.

West-Germany

SUMMARY

The low-speed wind tunnels in West-Germany are equipped with three different test installations to measure
dynamic stability derivatives on rigid models of aeroplanes and missiles:

- a mobile oscillatory apparatus with inexorable mechanical drive,
- a multi-degree-of-freedom forced-oscillation apparatus with electrodynamic excitation,
- a steady-state forced-roll apparatus with hydraulic motor drive.

A short description of the measuring technique and the appropriate derivative evaluation method used with
each installation will be given in this paper. The good matching of hardware and software used has been
demonstrated by the good test results shown by Prof. Hafer in the previous paper.

1. INTRODUCTION

Modern high performance fighter aircraft are often exposed to strong unsteady flow conditions, for instance
asymmetric vortex shedding on slender configurations at sideslip, flow separation at hi& angle of attack
and manceuvers in the wake flow of large transport aircraft. A precise prediction of dynamic aircraft
motions under such adverse flight conditions has today become essential for a successful advanced aircraft

[ design 111.
Wind tunnel instrumentation for measuring dynamic stability derivatives on aircraZt models undergoing
longitudinal or lateral motion with one to three degrees of freedom is widely used at the aerodynamic
research centers of France, Great Britain and the United States 121, whereas in West-Germany similar
equipment has been in operation for only five years. Coordinated work of the Germn aircraft industry
and research facilities on three joint projects sponsored by the Ministry of Research and Technology allows
us now to present three different derivative balances operating in our medium-size low-speed wind tunnels.
The main features of the installations are sumarized in Fig 1.

The mobile oscillatory derivative balance (MOD; main contractor Dornier GmbH, Friedrichshafen) for
one-degree-of-freedom operation can be used in three different wind tunnels. Model motiona on top of a
vertical sting with moderate amplitudes in pitch, heave, roll or yaw are forced by a DC-motor crankshaft
drive at frequencies UP to 3 Hz.

The three-degree-of-freedom derivative balance (MFD; main contractor DFVLR, Gdttingen) is now operated in
the 3m wind tunnel at DFVIR, Braunschweig. For a model mounted on an elastic rearward-sting support
combined small amplitude oscillations in pitch and heave or roll, yaw and sideslip are rigidly forced by
an electrodynamic shaker in the frequency range 2 to 10 Hz.

The steady-state forced-roll derivative balance (RTD; main contractor MBB, Ottobrunn) is constructed for
the 3m wind tunnel at DFVL, KBln. This apparatus consists of a very stiff support with a hydraulic motor
on top. The motor drives a circular-arc traverse carrying the model using a rearward sting. The roll axis
is kept parallel to the airstream and the arc traverse enables the model angle of attack to be changed
continuously.

The design criteria and mechanical arrangements of the three balances together with some typical test
results have been discussed by Prof. Hafer in the previous paper 131. This report gives a short description
of the measuring technique and appropriate derivative evaluation method used with each apparatus. Further
details can be found in the literature referenced in the following chapters.

2. MOBILE OSCILLATORY DERIVATIVE BALANCE

2.1 Measuring Technique

Prof. Hafer has already referred to the mechanical construction of the crankshaft drive derivative balance
which was developed and tested by Dornier as the main contractor. As he indicated, the drive unit is
situated outside the wind tunnel test section on the building floor. The models are mounted on a moving
head fixed to a vertical sting. Details of the mechanical arrangemnt are given in Ref. 141.

A block diagram of the measurement technique is shown in Figure 2. The following functions can be
distinguished:

- analog measurement of model forces and moments,
- analog measurement of model motion,
- digital measurement of excitation frequency,
- parallel sampling of analog data,
- data storage and processing using a minicomputer,
- real time observation using storage oscilloscope.

A five component (no X-force) strain gauge balance mounted between the moving head and the model with its
reference point close to the model center of gravity gives analog voltages representing the total forces or
moments caused by inertial and aerodynamic reactions acting on the model. Figure 3 shows the simple
construction of the balance specified by Dornier and VFW-Fokker and manufactured by TEM of Crowley,
England. The intention was to achieve large signal outputs for small model displacement. The calibration
matrix shows very small interference effects.
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A zinple cantilever beam with a strain gauge bridge gives riodel position infornationi. The unit is
calibrated in the laboratory against absolute model deflection.

A pulse generator on the shaft of the motor drive is used to measure the excitation frequency. A digital
counter coupled to the pulse generator gives the time period of excitation with an accuracy of I part in
10,000 over the total frequency range used. Routine checks have shown that the oscillation frequency of
the total system renains constant within ± 0.001 Hz.

Parallel sampling of analog data is accomplished using a computer controlled data acquisition system
built by NEFF. In the configuration chosen, a maximum of 12 parallel low level input channels is
available. Each channel is provided with a sample and hold preamplifier with adjustable voltage gain and
a Buttervorth filter. Four further hig level channels to measure voltages of bridge supply and
transducers for tunnel pressure and temperature are also included. The sample and hold feature allows all
the analog signals to be sampled at the same points in time at a maximum rate of 1000 Hz per channel. The
data are serialized using an analog multiplexer. Then they are further amplified with a computer
controlled amplifier which provides real time voltage gain adjustment between 1 and 40. The gain is
adjusted to provide appropriate input level for the following 20 kHz analog-to-digital converter with
14 bit resolution. The digital output is fed to the minicomputer via direct memory access and immediately
stored on magnetic tape using a pair of memory blocks; one of them is filled with input data while the
other is read out to the tape unit and then vice versa.

The total measurement error introduced by the sampling and digitizing process is less than ± 0.04% of the
A/D converter full scale range for temperatures between 20 and 50 degrees C.

The pdp 11/10 minicomputer with 56 kByte core memory, crystal time base, 2.4 megabyte disc cartridge,
NEFF analog data acquisition system and 800 bpi magnetic tape unit was purchased by DFVLR. The total data
sampling and processing operation is controlled in dialog fashion using a DE writer keyboard terminal.
The keyboard is also used to enter additional test parameter data such as run number, configuration code,
test conditions, etc..

The software package necessary for the mentioned features of this stand-alone measuring system was
developed by VFW-Fokker in collaboration with the Institute for Flight Techniques of the Technical
University Darmstadt. The package also includes strain gauge balance and transducer calibration
procedures as well as function tests for all system components. A special FORTMAN driver for the NEFF
system developed by DEC with support from VFW-Fokker increased flexibility and greatly lessened the
programming workload.

Up to four signals of special interest can be selected from the multiplexer input and displayed on a
multiple trace storage oscilloscope. This real-time observertion of some input data is necessary because
the measurement process appears too fast for step-by-step control by the operator.

Normally a sampling time of 60 sec has been used for wind-on tests, whereas the correspondir wind-off
tests lasted 20 sec. The data rate chosen was 1000 samples per sec, giving a typical data string length of
600,000 values. Further details of the complete instrumentation hardware and software for the mobile
oscillatory derivative balance (PM) are given in Ref. 151.

2.2 Derivative Evaluation Method

Modern methods of parameter identification 161 which have been successfully applied to flight test data
analysis might be used to evaluate dynamic derivatives from the MOD data which is stored on digital
magnetic tape. The disadvantage of those methods is their complexity; this results in inordinate
programming workload combined with excessive computer time and memory requirements.

The much simpler classical method of Fourier analysis is applicable to the MOD data because the model is
forced to oscillate at essentially constant frequency and amplitude. The good test results shown by Prof.
Haler in the previous paper have been evaluated from MDD measurements using a Fourier technique which
used only the fundamental frequency. The main steps of this evaluation method will now be described.

Since the model is excited with a forcing frequency a = 2xf , any deflection signal D(t) as well as any
force signal F(t) and moment signal M(t) car, be represented by the stmiations:

D(t) - D0 + Do sin wt + DC cos wt,

F(t) - F + F sin wt + F cos wt, plu- negligible higher (1)
t s C harmonic terms

M(t) - M + No sin wt + Mc coo wt. J
o a c

The Fourier coefficients used for the deflection equation are given by

D I 1 0 (t) dt,
0 Tti

0

t +T
o D(t) sin at d, , (in phase component)

t
0

t +T(2

c T tf D(t) coo wt dt. (quadrature component)

It might be remembered from the previous chapter that the MOD data covers a large number of periods in
order to eliminate higher harmonics in the signals. Because the measured data are sampled at equidistant
time intervals At controlled by the crystal clock, and because the exact excitation frequency is measured,
a sequence of sampled signals can be chosen in a time interval n.At equal to a multiple of the period.
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In this case the above integrals (2) can be approximated by finite sums:

o nAt D£ At,

2 n
Y_- D£ sin wti at, (3)

C . t D i coswt t.D¢ nat __-±

Equivalent equations hold for the force and moment signals. The aerodynamic parts of their Fourier
coefficients are easily calculated from the difference of wind-on and wind-off coefficients, for example

AF(t) - F(t)wind-on - F(t)wind-off (4)

AF(t) - A? + APO sin wt + AFC cos wt.

Normally the aerodynamic reactions contain a constant part x due to static aerodynamic preloading, a
stiffness component A in phase with the model motion, and a damping component p which leads the motion
by 90 degrees. This means

AF(t) = X + A-(D(t)-D ) + p (tf 0 t
AF(t) = X + A-(D. sin wt + D cos wt) (5)

+ wI(D cos wt - D sin wt).
C 8

Introducing the relations contained in eq. (1) into eq. (5):

X Al' (= F - F
o o,wind-on o,wind-off)'

AFA + AF Ds S C C

D2 + D2  (6)
S C

AFO -AFO
C S SC¢

W2+ D2)
W C

These relations hold for rotatory oscillations. For translatorv motions, the dynamic components are
proportional to the motion velocity D(t) and the acceleration D(t) instead of the motion D(t) itself.

For each of the different model motions available with the MOD, the three ccmponents x, A and u of each
force or moment signal can be replaced by the corresponding aerodynamic derivatives. For pitching
oscillations (Aa = ae, A& = A6 = Aq) fligt mechanics nomenclature gives the following relations for the
lift force L and pitching moment M

AL(t) COS 00 = %S[CLo + C+ e + (Clq+ CU) Ab 1P/VJ, (7)

h,,(t) -qS1[C o+C Ae+ (C + C) A6 i,/vJ.

By ccvparison with eq. (5) and (6) the simple relations between the components x, A and v and the
corresponding derivatives can be extracted. Similar relations hold for the roll, yaw and heave derivatives.

The Institute far Flight Techniques has produced a FORTRAN software package for the described derivative
evaluation method for use with the 16 bit pdp 11/10 minicomputer. The memory of the minicomputer used with
the MDD equipment is large enough to hold the total program in assembler language. Therefore the derivative
evaluation process can take place using the MOD equipment itself without the need for additional computer
capacity. The processing time needed for a typical data string of 600,000 values is roughly 15 min. Therefore
all the data measured during an eight hour work day can easily be evaluated before the next morning.

Finally, based on the test results to date, the accuracy of the resulting derivatives can be discussed.
Because of the high noise levels on the measured signals (caused by bearing freeplay in the drive mechanism,
free stream wind tunnel turbulence, etc.), each test is repeated several times to obtain sufficient data
for statistical analysis. Typical results for a 99% confidence level are given in the following table:

Static Derivatives Dynamic Derivatives Dynamic Derivatives
(direct damping) (coupled damping)

CLa 1,5% C+ CLq 7 %

C 2 % C .+ C 2,5 %ms en mq

C O 1 cyr- CYC 2 % CYp 15 %

Cli 3 Clp 10 % Clr- C. Io %

C 2,5 nr- CnA 2 % C np 12,5 %

-_ _ _ _ _a _ _
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The deviations for the static derivatives are not larger than equivalent values from static tests and the
deviations of the dynamic derivatives are well within typical values from other dynamic derivative instal-
lations (see Ref. 121).

For further critical examination of the derivative results calculated using the described Fourier analysis,
the Institute for Flight Technique has also programmed a regression analysis method. But the regression
analysis has not yet been used because, in addition to model motion signals, it also requires velocity and
acceleration information. Differention of the motion signals would be bad because of the high noise levels.
Therefore the MOD is now being instrumented with suitable accelerometers (velocity will be obtained by
integration).

It should also be mentioned that cross-coupling derivatives such as c -c_, c+ c.. or c + C can be
evaluated with the MOD as it is now used. This is possible since the PfiuiCd fe cAlonen (n8 mal
force Z, pitching moment 4, side force Y, rolling moment L and yawing moment N) are measured for all
possible motions (pitch, heave, roll, yaw, and lateral displacement).

3. MULTI-DBUREE-OF-FREtMM OSCILLATORY DERIVATIVE BALANCE

3.1 Measuring Technique

Prof. Hafer has also described the mechanical arrangement of the Multi-Degree-of-Freedom Derivative
Balance (MFD) which takes pattern from an elder RAE balance for slender aircraft models in a large high-
speed wind tunnel 171. Infact our spring-unit has been redesigned for lower stiffness for low-speed wind
tunnel application, the excitation force is now directly applied to the model from a more powerful
electrodynamic shaker,and variable artificial damping is introduced to smooth model motions due to wind
tunnel flow fluctuations 181.

The electronic test equipment is based on a set of special instruments which have been developed by the
DFVLR Institute fbr Aeroelasticity to undertake ground vibration tests on aircraft and spacecraft 191.

4shows a schematic block diagram of the MFD instrumentation which can be subdivided into the
following functions:

- excitation and damping of model motion,
- measurement of excitation frequency,
- registration of time dependent voltages and transformation into vector component amplitudes,
- integration and display of vector components,
- output of results,
- input data control with oscilloscope.

The control voltage v of the electrodynamic shaker (max. force ± 10D N with ± 15 mm displacement at 20 Hz)
is produced on a veryestable low frequency sine generator and amplified by a feedback power amplifier.
An inductive velocity transducer is attached to the shaft of the shaker which is rigidly connected to the
model; in a feedback circuit the transducer voltage v can be amplified and superi~posed on the control
voltage ve thus adding artificial damping to the mechanical system.

The frequency of model excitation is veasured by a crystal-based counter with 6ive-digit display. Thereby
the short time drift of the sine generator can be checked to within ± 1 per 10 digits.

The three output voltages v,, v and v from strain gauge bridges measuring bending and torsion of the
spring-unit are raised to I Vol? level via parallel hig quality preamplifiers. These voltages together
with the voltages v and v are applied to separate voltmeters which resolve any vector amplitude into a
real component (in Ohase w~th the 00 reference voltage of the sine generator) and an imaginary component
an phase with the 900 reference voltage). The resolved component voltmeters (RCV) act as selective
filters with more than 50 dB/octave minimizirg stray voltages at frequencies different from reference
(e.g. harmonic distortion and tunnel fluctuation influence). As shown in the diagram the power amplifier
for the excitation force is connected to the 900 phase of the sine generator (pure imaginary voltage),
so that the model displacement signals v,, v2 and v3 become real values at phase resonance.

The resolved component voltmeters generate output voltages up to 3 V proportional to the measured
components with ±0.3% accuracy related to the full scale value in five ranges from 0.1 to 10 Volts. Each
RCV output voltage is applied to an integrating digital voltmeter (IDM) with variable integration time
(typical values used are 6 sec for wind-off tests and 60 sec for wind-on tests). The I])VMs include buffer
storage to display and output four-digit results of the previous integration while the actual one is
performed.

The digital values of thenine vector components together with the tunnel data (dynamic pressure and
temperature), the excitation frequency, and up to four further digital test parameters (run number and
model parameters) are applied to a digital multiplexer with party-line control for serial output on paper-
tape punch and/or line printer. This data string forms the basis for the further evaluation of dynamic
derivatives from the tests.

The most important analog signals are displayed on a four-trace storage oscilloscope for continuous visual
checks. The horizontal oscilloscope deflection is triggered by the sine generator to achieve stationary
display.

3.2 Derivative evaluation method

The further analysis of the wind turrel data strings utilizes integral energy equations according to the
motions of an aeroelastic vibration system instead of analytical equations of model motion. A similar
evaluation method has been successfully employed for flutter calculations of aircraft structures 110 ,1111.
In the following the main formula algorithm used for the MFD in the case of lateral model motion with
three rigid-body degrees of freedom will be given.
The method is based on the assumption that the total oscillating system behaves in a linear manner
including the mechanical properties of tunnel ground support, elastic rearward sting, spring-unit and
rigid model together with the aerodynamic reactions and the qualities of electronic excitation.



6-5

With the principal system outlined in Figure 5 a discrete harmonic excitation force

PEA(XEYEZE't) - PEX(XEYEZE) e - (Pi jpE) e

(circular frequency w., time t, imaginary unit j = f ) is applied to the wndel, the response of which
can be defined by three independent displacement parameters:

jW~t I~

: W At jwxt()9)1jX.Y.Z't) , VA(X.YZ) e = + jq)e

A (x ,Y z , t ) - I *A (x ,y ,z ) e = ( + W t 
(2)

jW At jW At

Y"(xy,z,t) - yA(x.y,z) e (yj + jy;) e

(angle of roll 9, angle of yaw , sideslip y). jiWt

The introduced complex amplitude notation confines the time dependance to the factor e Therefore
amplitude equations can be enployed in the following without restricting the field of validity. It was
already mentioned, that the real component of each amplitude is in phase with a comion reference vector
v° (00 reference voltage from sine generator), whereas the imaginary component leads v° by 900.

The stiffness of the mechanical system has been constructed with its three lowest eigenfrequencies giving
the three rigid model motions wanted, namely roll, yaw, and sideslip oscillation. Higher eigenfrequencies
are far enough above these interesting modes to exclude them from the analysis. If the three eigenmode
parameters 4 , + and y at the eigenfrequencies w are introduced, any general model motion at the
frequency w Aan 5e expr~ssed into the eigenmdes wfth the Ritz series expansion:

3 3 3 (3)9A = 1 7, r qrk' +X ' 7, r q rX. YX , E r qrX"

The so-called generalized coordinates q - q +'+ jq" might be interpreted as weight functions defining
the amount of each eigenmode included if the Rxner_ mode of ocsillation.

The general mode parameters , Jx, y. are related to the voltages v , v2, v3 from the strain gauge
bridges in linear form:

Ox C 91v 1A + C 2v2A + C_3v3A,

C "- _vs) + C$_2 V 2 A + C 3V3A' (4)

Y -" y1V1A + Cy2v2X + Cy 3V3 A"

The coefficients are determined with calibrated displacement transducers which are attached to the model
during a calibration test.

At any time t equilibrium exists on every volume element of the oscillating model between excitation force,
inertial force, mechanical stiffness and damping forces (including artificial electronic damping), and the
aerodynamic forces induced by the model motion in the wind stream. Following Galerkin's procedure these
elementary forces can be multiplied by each eigermade in turn and integrated over the body volume to end
up with the Raleigh-Ritz energy equations for the total system. In the case of the MFD lateral motion
with wind-on these energy equations read (see Ref. 181):

2 2 + 2 D p for r - ,,3 (5)
(W r %)K r PrA A 7 rs P5 k -X L q f r

with the abbreviation

PEA o-r " -r eO q (6)

The quantities w., p and q -3re determined from the data strings given by wind-on and wind-off tests
(Index 0); the generIized cXrdinates can be derived directly from the following linear equation system:

3
VlA viA + jv!, - 7= V1 l(q;X 

+ 
:q; ),

r-1

3
V2A - -; + IV;JA = Y v2 r(q;A + jq;). (7)

r- 1

3
V3X ' v;k + jv;X m Z v:3 .(q . + jq;X)"

r-1

It can be seen that the voltage amplitudes v , v 2 and v 3 measured with the strain gauge bridges are used
without calibration.
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The mechanical system properties are represented by the generalized frasses

9 -fifp xYZ) u2 (x,Y,z) dx dy dz for r - 1,2,3 (8)

(V)rr rA

Sr
"
-

m  
2 (calibration formula) (8a)

2 (wr-war ) UAr

(local mass density p(x,y,z), motion amplitude ur in direction of the excitation force), the generalized

damping matrix

D r fff fffWrs('Yz;X Y''Z') u,(xY'Z) u (x',y',z') dx dy dz (9)
(V) Iv)

for r,s = 1,2.3

PEs uEr (calibration formula) (9a)

(viscous damping coefficients Wro proportional to rate of displacement) and the eigenvalues (r' Pr and Yr
at eigenfrequencies wr"

Calibration tests with an additional mass Am installed at a model point with the motion amplitude uAr in

force direction at eigenfrequency w give the generalized mass of each eigenmode. The pertinent

generalized dampirg terms D are dtfermined from the appropriate data without additional massi, ncluding

the force amplitude P.. with'the displacement amplitude UEr at the model excitation point.

The unknown quantities of equation system (5) are the aerodynamic force integrals Lrs appearing in tie

expression for the work done by the global aerodynamic reactions:
3

7 L q =s 48 A + rNX + Yry )-  for r - 1,2,3 (10)

S-1

including rolling mnt L , yawing moment N and side force Y . These aerodynamic reactions embody the

unknown dynamic stability erivatives of lat~ral motion defineA by the linearized Taylor series expaniion:

b {Cl W- 2C -  +J, Clp9 + (Cr_- C1j1)4 + C 18YXI}.
LA =q-A 2 S * B 1

q. s {W* 2
C - * 4+(11)

YX q,S {Cs . -cq,) CWX2
C + w* IC~p'1  + (CY- CY0 4 'A * YYA1

(dynamic pressure q,,1 at free stream velocity VA, wing span b, sideslip amplitude parameter YA = 2yx/b).

Three independent model motions at different excitation frequencies w are necessary to solve the linear

equation system (11) on the fifteen unknown derivatives. Therefore th6 velocity vA must be altered to

keep the reduced frequency

b v/
A 2 (12)

as the min parameter of unsteady aerodynamics a constant. It is advisable to choose excitation

frequencies w adjacent to the eigenfrequencies w to compensate inertial and mechanical stiffness forces.

Then the exci acion force becomes a direct measurg of the total system damping.

The described ,ierivative evaluation procedure for wind tunnel tests conducted with the multi-degree-of-
freedom derivative balance has been established as a package of FORIRAN programs for the IB4 370/158
caputer of DFVIR,Gttingen. The case of longitudinal model motion (pitch and heave) is also included

in the software.

It might be added that extensive wind tunnel tests on a lijht-weight Alphajet model were made in the 3m

low-speed wind tunnel of DFVLR Gbttingen which show the reliability and serviceableness of the MFD

hardware and software 1121. Tis industrial trial of the equipmen qualities was conducted by the DFVLR

Institute for Aeroelasticity in close cooperation with Dornier.

4. FORCED-ROLL DERIVATIVE BALANCE

4.1 Measuring Technique

In the previous paper 131 a description of the mechanical arrangement for the new German forced-roll

derivative balance (RID) has been given. Further details can be found in Ref. 1131 dealing with the

balance design aspects.

It might be remembered that the main mechanical components of the rotary balance are a very stiff and

heavy support system carrying a circular-are traverse which is forced to rotate about the wind axis by

means of a hydraulic motor drive, and a cranked sting with the model on top which can be moved on the arc
traverse for remote pitch angle setting.

The measuring technique used to obtain aerodynamic data from the rotating mode] is organized into six
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different functions according to Figure 6:

- speej control of the hydraulic drive unit,
- remote setting of the angle of pitch,
- measurement of model forces and mcments by use of an internal 6-component strain gauge balance,
- signal transmission from the rotating system to the ground by means of a slip ring assembly,
- signal integration,
- data output.

The four kilowatt hydraulic motor drive can be easily controlled in the whole speed range between 0 and
300 rpm. Its rotational speed is measured by a pulse generator which delivers 2500 pulses per revolution.

The remote setting of the angle of pitch, i.e. the positioning of the 5ting cart on the arc traverse by
means of an electric motor has not yet been tested. The value of the angle of pitch is delivered by a
calibrated potentiometer.

The six-component strain gauge balance used has been constructed by VFW-Fokker. While the balance design
is conventional, its fabrication procedure is different from others 1141. According to Figure 7 the balance
consists of four parts which were machined separately and joined together by electron beam welding under
vacuum conditions. Artificial aging was obtained by thei.nal treatment. The achieved accuracy of the strain
gauge balance including tenperature effects is given in the following table:

Mean Accuracy Zero Shift
% FS % FS (20°'50°C)

All components

of Forces/Moments - 0.125 < C.01

All analog signals from the rotating system are transmitted to the ground-fixed data acquisition system
through a commercial quality slip ring unit with gold-plated contacts. Provision was made to transmit
38 connections which means that a future extension of the measuring system is possible including pressure
transducers or acceleration pickups. The integral value of the signal-to-noise ratio for multiple
revolutions of the slip rings is about 60 dB.

The integration of all balance signals is performed by the standard 1a a acquisition system of the wind
tunnel. In each of up to 18 channels in parallel the input voitage is t3nverted into a pulse sequence by
using a voltage-to-frequency converter with a cutoff frequency of 100 kHz. Each pulse sequence is
integrated by a separate counter with stepwise adjustable gate time from 0.02 to 60 sec.

During forced roll tests the stationary aerodynamic and centrifugal loads acting on the model will be
superimposed by periodic loads depending on the number of revolutions of the rotating masses. Therefore
accurate mean values of the balance signals can only be obtained, if the gate time of each counter is
exactly equal to a multiple period of rotations of the balance 1151 . This is achieved by controlling the
gate time of the counters externally from a pulse generator connected to the rotating system which
produces only one impulse per revolution. As shown in Fjg gm 8 the cycle of measurement is released by
external command, but started and concluded by means of impulses delivered from the pulse generator. The
actual integration time is terminated by the first impulse following the end of the preselected gate time
of the counter.

The counters are provided with digital display and buffer store, so that the last measured value remains
indicated while the next integration sequence takes place. The BCD-buffer stores are connected in parallel
to a party-line, from which their values will be sequentially transmitted to a minicomputer. The computer
collects all measured values from one test run and outputs the raw data on paper tape due to safety
considerations. Furthermore the final derivative values are computed and delivered on a line printer
using the software package of the rotatory balance developed at DFVLR,raunschweig.

4.2 Derivative Evaluation method

The data evaluation method employed is very simple, because it starts from stationary data due to the
integration procedure of measurement.

In general a test run is performed so that the rate of rotation is changed stepwise while the model pitch
anglee and the dynamic pressure q. of the wind tunnel is kept constant. For each rate of rotation n a dataset consisting of

n, 0, V X, vy, VZ , V L, VM, V N ' q-, T_

is sampled (balance voltages v, tunnel temperature T.). The further evaluation is organized according to
the following sequence:

- calculation of the balance loads according to the calibration matrix,
- elimination of centrifugal force components,
- correction of the angle of attack due to sting deflection,
- dynamic pressure correction due to displacement of model and support system,
- calculation of nondimensional coefficients and derivatives.

Most of the mentioned evaluation steps are self-explaining. Nevertheless some remarks might be useful:

The unstationary parts of the balance signals due to the model weight need not be considered, because they
are eliminated by the integrating measuring technique.

The centrifugal forces are determined by wind-off tests. They are conducted before each wind-on
measurement maintaining the same rotation speed.
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At the beginning and end of each test the balance zeros are taken by integration over one complete
revolution. In doing so the speed of rotation is kept smaller than 3 rpm, so that centrifugal forces
can be neglected and the noise level of the slip rings is minimized. The second zero readire is used
to correct the measured values due to zero shift during a test.

The angle of attack a of the model is calculated from the angle of pitch 0 and the angle of roll 0 of the
model on the cranked sting:

tan a - tan e cos 0,
sin 0 = sin • sin 0.

The second equation gives the corresponding angle of sideslip.

An empirical correction of the angle of attaA Jue to balance and sting deflections caused by centrifugl
and aerodynamic forces is included in the data evaluation program 1161; the force components x and z as
well as the pitching moment m influence the sting bending:

AO = k1 X + k2 Z + k3 M.

The deflection coefficients k , k and k are determined in a calibration procedure by measuring the

deflection due to three diffeent2 balancd loads.

Finally the dynamic pressure correction due to blockage effe6ts of model and support system is calculated
according to the semiepirical relation

qkorr. = ql + A T (FM/FD)
3
/
2
]2

(displacement cross section F of model and support system, wind tunnel test section size FD ). The
nondimensional factor A referg to the type of displacement; in the present case the main
contribution is caused by the rotating arc traverse and its wake. The nondimensional factor T represents
the influence of the wind tunnel cross section and the model shape; in the present case of an open test
section the value of T is negative.

Further details on the determination of X and T can be found in Ref. 171.
First tests with the new RTD equipment, carried out last winter on a light-weight TORNADO model in the
3m wind tunnel of DFVLR, Kbln, have shown good results for the roll derivatives C , C and c as
compared to previous measurements on the same model with a roll balance of Aer MAchin.Italy. Purther
wind tunnel tests at DFVLR,Kbln, are executed now to figure out values for the confidence levels of the
static and dynamic derivatives measured with the RTD.

5. CONCLUDING REMARKS

These short descriptions of instrumentation and test procedures for three derivative balances show how
the different tasks of measuring dynamic stability derivatives with low-speed wind tunnel models are
solved in West Germany.

Additionally they give an insight into the activities of the national working group on "Dynamic
Derivative Measurements in Wind Tunnels" established by the German Ministry of Reseach and Technology
with a fund of nearly two million Dollars.

To conclude, it should be noted that the successfull operation of all three installations is due to the
joint efforts of ten scientists from the aircraft firms Dornier, MBB and VFW-Fokker and research institutes
in the DFVLR and at the Technical Universities of Dsrmtadt and Bochum. The satisfying test results encour-
age us to go ahead with the construction of similar derivative balances for use in transonic and supersonic
wind tunnels.
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SIGNAL SOURCES

Position Strain Gauge Acceleration
Transducer Balance Transducer

Relais Unit Zero Calibration
and DC-Supply

LOW LEVEL DATA max.16 Analog Signals
ACQUISITION SYSTEM lTNeff S & H Preamplifiers

620 and Filters

Switch
Unit El ectronic

Analog Multiplexer

Programmable Gain
S & H Amplifier

4 Channel
Store ScopeI  14 Bit AD-Converter

(Data Rate 2o kHz)

Control Logic

DATA STORAGE
AND PROCESSING DMA DMA Magnetic Tape

Minicomputer 
9Trace/8oo bpi

pdp 11/10
Pulse 56 kByte memory 4: Disk Cartridge

Generatorl 2.4 MByte

SDigital0

Counte r 1 J-Terminal (DECwriter)

Fig.2 Block diagram of MOD measuring equipment
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FS-Load, 2cps FS-Output

Normal force Z 5oo N 1.66 mV
Pitching moment M 34o Nm 5.22 mV

Side force Y 12o N .4o mV
Rolling moment L 60 Nm 2.97 mV

Yawing moment N 3oo Nm 5.26 mV

CALIBRATION MATRIX

output voltages [my]
Load Vz V M VY V L v N

Z [N] 3o1.218 0 0 1.577 o.527

M [Nm] 0 65.o5o 0 0 -0.101

Y [N] -1.628 -o.558 299.968 o.57o 0
L [Nm] 0 0 0 2o.684 -o.o56

N [Nm] 0 0 0 0 57.17o

Fig.3 MOD 5-component strain gauge balance
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a) Assembly of milled pieces
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Fig.7 RTD strain gauge balance slug
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EXPERIMENTS ON CROSS-COUPLING AND

TRANSLATIONAL ACCELERATION DERIVATIVES

by

K. J. Orlik-Rckemann and E. S. Han!f
Unsteady Aerodynamics Laboratory,

National Aeronautical Establishment,
National Research Council of Canada,

Ottawa, Ontario, KlA 0R6,
Canada

SUMMARY

In this paper certain new categories of dynamic stability problems are discussed
that are of particular importance for aircraft flying at high angles of attack or at
non-zero sideslip angles. These encompass the static and dynamic cross-coupling effects
between the lateral and the longitudinal degrees of freedom, the strong non-linear
effects at high angles of attack, and the effects of translational acceleration.
Experimental techniques developed to determine these effects are briefly described
and some illustrative examples of the measured cross-coupling and acceleration derivatives
are presented.

1. INTRODUCTION

As mentioned in the introductory paper (Ref. 1) and also in some of the preceding
papers of this Symposium, several new problem areas have been identified in recent years
in studying the dynamic stability of aircraft. This has been primarily the result of
the greatly expanded flight regime of the modern military aircraft and of the advent of
the space shuttle. Both these categories of aerospace vehicles are characterized by
flight at high angles of attack; in addition, the military aircraft also flies at a non-
zero angle of sideslip and performs translational - rather than only rotary - maneuvers.
These unusual flight conditions give rise to a whole set of complex aerodynamic
phenomena, that have to be properly studied and understood. High on the list are all
kinds of separated flow phenomena, shedding and separation of body vortices and their
interaction with flow over the leeside of the wing, vortex bursts, and - in general -
highly irregular and asymmetric flows. These aerodynamic phenomena affect the stability
of aircraft in many different ways. Among the topics that our laboratory has now been
studying for some time and that are covered in this paper are

(1) the significant cross-coupling effects that may be expected to exist between
the lateral and the longitudinal degrees of freedom,

(2) the strong non-linear effects that may affect almost all stability parameters
of aircraft at high angles of attack and

(3) the determination and effects of translational acceleration derivatives.
Some of these studies were performed under a joint research programme with NASA Ames.

2. AERODYNAMIC CROSS-COUPLING

Let us begin with considering the cross-coupling effects. AS we know, asymmetric
flow results when an aircraft flies at non-zero angle of sideslip and also when it flies
at zero sideslip but at high angles of attack. This is so mainly because of the
asymmetric shedding of forebody vortices at high angles of attack. In both cases we may
expect the occurrence of secondary Zateral aerodynamic forces and moments in response to
a primary pitching maneuver and vice-versa, the onset of secondary ZongitudinaZ
reactions in response to a primary Zateral maneuver. Due to various time lags, these
secondary reactions will consist of components that are both in-phase and out-of-phase
with the primary motion, and will give rise, therefore, to both static and dynamic
cross-coupling effects. In the first approximation such effects can be described by
introducing the concept of static and dynamic cross-coupling derivatives. These
quantities, which at the present time may be difficult to determine theoretically or
from flight tests, can now be obtained from special dynamic experiments in a wind
tunnel. It should be mentioned also, that in the presence of significant cross-coupling
it becomes necessary to consider the lateral and the longitudinal equations of motion
of an aircraft all at once, and not in two separate groups as often done in the past.

In Figure 1 the three equations of angular motion for a captive symmetrical aircraft
model are shown. We recognize the three familiar damping derivatives such as damping in
roll, damping in pitch and damping in yaw, and the well-known dynamic cross derivatives,
rolling moment due to yawing and yawing moment due to rolling. The new dynamic cross-
coupling derivatives are represented by terms such as (Lq + L ), (Mp + MA sina) and

(Nq + N;). By considering the right hand sides of these equations and relating them to

a driving motion in another degree of freedom, the basic expressions for the data
reduction procedure can be derived.



2

Ix P + [x-(L p+ sinLO)] p + (K- sinaL') 0

Kz +(Lr - cosaL)r - COsaL,94 + (Lq+ Le)q + LOG + LT

ly' + [YO- (Mq + Md)Iq + (Ke- Ma)8 =

(Mr - cosaM )r - cosoMa' + (Mp + sinaMj)p + snaMP# + MT

zr +[ - (Nr - cosaN )Jr +(K*+ CosaN,)q,=
I, +(Np+ sinaN)p + sinaNpo + (Nq+Nd)q +NG + NT

Fig. 1 Equations of Angular Motion for a

Captive Symmetrical Aircraft Model

Let us consider, as an example, a primary sinusoidal oscillation in yaw

= Ii eiWt (1)

and the induced secondary pitching moment

= IMI i(t+ne) (2)

which is synchronous with but, in general, is slightly shifted in phase by a quantity
n .. Using the equations of Figure 1, this pitching moment can also be expressed as a

sum of two contributions depending on r and p, respectively

M= (Mr - M; cosa)r - MOP cosa (3)

Dividing Eq. (2) successively by and by we obtain
- NJ in6  - NJ ine

M= - e M= -- e (4)Jv'1 iwJ*I

Differentiating Eqs. (4) with respect to and , respectively, and using the real parts
of the complex terms we get

NMJ in 6  IM cosn,

e-= e sin

Setting ' = r and comparing Eqs. (5) with the corresponding derivatives of R from
Eq. (3) we finally can write the defining expressions for the static and dynamic
derivatives of the pitching moment due to oscillation in yaw as

J~Jcosn8
-Ma cosa = Cos

(6)
NJsinn6

Mr - M cosa - inn

A full set of such definitions for all the cross-coupling combinations between the
primary angular motions and the secondary moments is shown in Figure 2. For each
derivative the amplitude of the primary motion, the amplitude of the induced secondary
moment and the phase between them is required; in addition, for the dynamic derivatives,
also the oscillation frequency is needed. The experimental procedures required to
determine these quantities are discussed in Ref. 2.
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DOF
FORCING/ STATIC DYNAMIC

FORCED DERIVATIVE DERIVATIVE
__M__ Mcosn7

YAW/PITCH -cosaMp =!MI CO Mr - cs MI sinMr/:

YAW/ROLL -cosL Lr -cosaL lIsi

PITCH/YAW Na I c0S7, Nq + N& N! i

PITCH/ROLL La= ILI L + _= 11

ROLL/PITCH sinM IMI COS, IMI sin 7
=iaM C0S7 :Mp +sinaMA= IMlsi

ROLL/YAW sinaNp = Np + sina N I = NI i

Fig. 2 Defining Expressions for Static and Dynamic

Cross and Cross-Coupling Moment Derivatives

3. EXPERIMENTAL TECHNIQUE

In Figure 3 a cut-away drawing is presented of our first cross-coupling apparatus.

In the configuration shown this apparatus provides a primary 
oscillatory moti;n in pitch

with resulting secondary motions in yaw and roll. By rotating the balance 90 around
its longitudinal axis the primary motion may be imparted in yaw instead, with the induced

secondary motions in pitch and roll. The model is driven electromagnetically by means
of a single-turn drive coil that can move in a gap between two permanent magnets, and

the balance consists of cruciform flexures in yaw and in roll and a crossed-flexure pivot
in pitch. All moments are measured around the center of oscillation. Components of
the secondary motions that are in-phase or out-of-phase with the primary motion are

Fig. 3 Cut-away Drawing of the NAE Forced Oscillation Pitch/Yaw

Apparatus (Mk 1). Apparatus Set Up for Pitching Oscillation.

aAA
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Fig. 4 Schematic Model of Delta-Wing Aircraft Installed on

the NAE Pitch/Yaw Apparatus in the NASA Ames 6'x6' Wind Tunnel

measured and converted into the correspoibding components of the induced secondary
moments. In addition, the torque, a amplitude, and the frequency of the primary
motion are measured. All together set of two oscillatory experiments, one in pitch
and one in yaw, is required to obtain a complete set of four static and four dynamic
cross and cross-coupZing moment derivatives as well as two static and two dynamic lirect
moment derivatives. This includes the traditional cross derivative of the rolling
moment due to yawing, as well as the well-known damping-in-pitch and damping-in-yaw
derivatives. A more advanced version of this pitch/yaw apparatus is now being developed
and is described,together with a companion apparatus for oscillatory roll experiments,
in Ref. 2.

It should be noted that the technique described provides a direct measurement of
all the derivatives which is based only on an assumed relation between the secondary
moment measured and the causative primary motion, such as given in Eq. (3). In this
particular case this relation is linear, but can be replaced by a non-linear or higher
order formulation, if the need arises. Since the motion is essentially in one degree of
freedom only, the measurement is totally independent of the remaining parts of the
equations of motion and therefore the results may be expected to be valid for any

PMEL "0.C- 3 BTR CPS) 9 WI NO. II
HWC - 0.70

'4.0.

3.0.

C
U.. 2.920
+0

r coca a
5.11 Ono000000 a

0 a

a

-2.9

-3.0

RLPHR ()DE)

Fig. 5 Dynamic Yawing Moment Derivative due to Pitching

M = 0.70; 0 = 50



formulation of these equations as long, of course, as the principle of superposition is
still applicable, that is as long as the concept of stability derivatives can be used.
In this context the stability derivatives need not be constants, but may be functions
of some experimental parameters such as the nominal value of angle of attack or sideslip
around which the oscillation takes place.

In Figure 4 a schematic model is presented of a delta-wing aircraft mounted on the
apparatus just shown, and installed in the NASA-Ames 6' x 6' Wind Tunnel. Several series
of oscillatory pitching and yawing experiments were conducted with this model at Mach
numbers 0.25 and 0.7, at several angles of sideslip, and in the angle-of-attack range
from 00 to 400. In all cases the axis of oscillation and the point around which the
pitching and yawing moments were measured was at a distance of 0.68 of the body length
from the nose of the model. In this paper only results obtained at Mach number 0.7
will be discussed.

4. DYNAMIC CROSS-COUPLING DERIVATIVES

An example of one of the dynamic cross-coupling derivatives measured is presented
in Figure 5, where derivative (Cnq + C n), which is the dynamic yawing moment derivative

due to oscillatory pitching, is plotted as a function of angle of attack,a. As expected
the derivative is pract cally zero at low angles of attack. There is then a sudden
variation around a = 16 or so; according to separate flow visualization studies, that
are not included in this paper, this variation may be caused by one of the separated
forebody vorticps moving over the fin. Another area of rapid variations is in the range
of a between 31' and 34'. Note that the derivative may change from -1 to +1 with a
change in a of only 1 or 2 degrees. Note also the magnitude of this derivative, which
at various angles of attack may reach values from about -1 to +2.

Ths experiments in the 6' x 6' Wind Tunnel were conducted at a sideslip angle of
both +5 and -5 , and this provided a unique opportunity for checking the consistencyof the results. As could be expected from basic aerodynamic considerations, all
derivatives that were "all longitudinal" or "all lateral" were found to be nearly the
same for both positive and negative sideslip, while all the cross-coupling derivatives
displayed a reversed sign with a change of sign of the angle of sideslip. An example
of this is shown in Figure 6 where the variation with a of the other important cross-
coupling derivative, (Ciq + C£t), i.e. the dynamic rolling moment derivative due to
oscillatory pitching, is shown. The measured values of the derivative at 8 = 50 are
compared to the values of the derivative as obtained at 8 = -5 , but with a reversed
sign. It can be seen that the various peaks and slopes are quite faithfully reproduced,
with only a minor shift, probably due to 8 not having exactly the same absolute value
in the two cases. The overall variation with a of this derivative is in principle
similar to that of (Cnq + C n) shown in Figure 5.

N (C1q+C,1) at 8-5*
MooL Nr.C- 3

x -(C q+Ca ct8,-5-

X1.0 0.70

3.2-

2.71

1.2 ao Aa
a

cc 9 4-10 1 O X X

4K 0x0 
0

0~~KK 13 
0
~ ne K 

0  
K Q

X

-2.3.

0 32;! 32
ALPHA~ (D~ES)

Fig. 6 Dynamic Rolling Moment Derivative due to Pitching. M=0.70;

81=50. Example of Sign Reversal of Derivative with
Reversed Direction of Sideslip.
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Fig. 7 Dynamic Pitching Moment Derivative due to Yawing.

M = 0.70; =

The variation with a of the cross-coupling derivative (Cmr - Cm cosa), that is the

dynamic pitching moment derivative due to oscillatory yawing, is presented in Figure 7.
Again the same principal trends may be observes, with smal values at low angles of attack
and large variations in the vicinity of a = 18 and a = 34 ; however le magnitudes
involved are smaller.

5. NON-LINEAR EFFECTS

All these examples indicate that at higher angles of attack stability derivatives
no longer are constants but display significant variations with a. This applies to most
static and dynamic derivatives. Furthermore, as we have seen, at certain ranges of
angle of attack, the variations with a can be extremely rapid, with the derivative under-
going a major change as the result of a very small variation in a. This means that it
may not be sufficient to properly account for the equilibrium values of derivatives, but
that in some cases also their local variation about the angle of equilibrium should be
suitably modelled. One way of doing that is by local linearization. An example of that
is described in Ref. 3. Of course, a more complete but also a more complicated way of
modelling is by introducing a complete functional description of a derivative in the
equations of motion. However, such a complication may not always be necessary.

In Figure 8 some more non-linearities are presented, this time in the direct deriv-

MODEL ND.C- 3 SETF, (DES)- -S RUN NO. 27

MACH = 0.70

2.0-

-3.- aaaaaa aaa
O 02 0 n n n 00 D0 Ono 0
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" -I ., o

a D

) -I.g~-

-2.2-

2 10 23 33 41
RLPHA (DES)

Fig. 8 Damping-in-Yaw Derivative. M = 0.70; B -50.
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atives. The apparatus that was developed for the measurement of cross-coupling effects
does also provide information on the damping derivatives in the appropriate degrees of
freedom. Shown here is the damping-in-yaw derivative, (C nr - C nCosa). It can be seen

that t~e derivative is almost constant at low angles of attack, has a dramatic peak at
a = 160 , and is rather irregular at higher angles of attack and particularly so around
a = 32 - 330, where an extremely rapid increase of damping takes place. Another
interesting aspect is the magnitude of this derivative, which nowhere approaches the
value of 2 previously observed for some of the cross-coupling derivatives. Although
these are magnitudes of the dimensionless derivatives, it can be shown that similar
order-of-magnitude considerations also apply to full dimensional terms in the
appropriate equation of motion.

6. TRANSLATIONAL OSCILLATION EXPERIMENTS

Let us consider now the third topic of the dynamic stability studies conducted in
our laboratory, namely the determination of derivatives due to translational acceleration.
Translational acceleration may be considered equivalent, from an aerodynamic point of
view, to the time rate of change of angular deflection in the same plane of motion. We
need this information to be able to separate derivatives appearing in composite express-
ions such as (Cmq + Cma), which result from traditional oscillatory experiments around

a fixed axis. At low angles of'attack this separation can sometimes be performed
empirically with good chance of success, but at higher angles of attack such a procedure
is totally unreliable. The individual derivatives are needed for the proper analysis
of all those flight conditions where the aircraft does not follow a straight path. In
addition, the translational acceleration derivatives are of special interest for aircraft
that use direct-lift or direct-sideforce controls.

The translational oscillation experiments were carried out using the half-model
technique. The apparatus consisted of an elastic model suspension in the form of a
double-cantilever spring and an electromagnetic oscillator (see Ref. 2), and was mounted
on the outside of a circular wind-tunnel plate. Angle of attack could be changed by
rotating this plate in the wind-tunnel wall. The half model was firmly attached to the
moving end of the spring by means of an adapter which incorporated a small cruciform
element for measuring the pitching moment. This adapter passed right through the wind
tunnel plate and a reflection plate. The data acquisition and reduction system was
similar to that used for measuring cross-coupling derivatives.

Some preliminary results on the pitching moment derivative due to vertical acceler-
ation are shown in Figure 9, for the same configuration as tested befQre and for a Mach
number of 0,7. The width of the band indicates the scatter in the results. The reason
why the derivative is not completely symmetric around a = 0 axis is not quite clear.
The large increase for angles of attack about 200 may be due to the limitations of the
half-model technique. More work is needed to clarify this issue. The development of
full-model apparatuses for plunging or/and lateral translation experiments is now being
contemplated.

7. CONCLUSIONS

In conclusion, a series of oscillatory apparatuses has been developed with which
the cross-coupling moment derivatives due to pitching, yawing and rolling, as well as
the pitching moment derivative due to vertical acceleration have been measured for a
schematic aircraft configuration. It has been found that the dynamic yawing and rolling
moment derivatives due to pitching were particularly large and of magnitudes comparable
to those of traditional damping derivatives. It was also confirmed, that at higher angles
of attack alZ derivatives, including several static and damping derivatives not included
in this paper, display very large non-linear effects.

00
M zO.7

Cma ku=.035

-15 _!0 50 a 30

-
10 C/ 7\

"30¢

Fig. 9 Pitching Moment Derivative due to

Vertical Acceleration. M = 0.70.
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A GENERALIZED TECHNIQUE FOR MEASURING

CROSS-COUPLING DERIVATIVES IN WIND TUNNELS

by
E.S. Hanff and K.J. Orlik-Rfckemann
Unsteady Aerodynamics Laboratory,

National Aeronautical Establishment,
National Research Council of Canada,

Ottawa, Ontario, K1A OR6,
Canada

SUMMARY

A novel generalized oscillatory wind-tunnel technique for the determination of
dynamic cross and cross-coupling derivatives is described. The technique has been
successfully used - by means of specially developed apparatuses - to obtain all moment
derivatives due to pitching, yawing and rolling using the full model approach, as well
as to determine C m& using a half model plunging approach.

A separate three-degrees-of-freedom dynamic calibrator, also described herein, has
been developed to independently verify the validity of the experimental and analytical
procedures used for the determination of the derivatives.

1. INTRODUCTION

Modern high performance military aircraft are subjected to extreme flight conditions
- such as flight at high angles of attack and in the presence of small angle of side-
slip - where asymmetric flow exists. This phenomenon has been increasingly recognized
as a possible cause of significant aerodynamic coupling between the longitudinal and
lateral degrees of freedom of the aircraft, resulting in a growing interest in the
measurement of the corresponding cross-coupling derivatives; such derivatives were
previously neglected in the design of aircraft not subjected to equally demanding flight
conditions.

In response to these requirements, a rather general wind tunnel technique and
associated experimental apparatuses have been developed at the National Aeronautical
Establishment over the last few years, and a number of cross and cross-coupling static
and dynamic moment derivatives have been determined using this equipment. These include
those derivatives due to pitching, yawing and rolling as well as the ones in pitch due
to plunging obtained on a half model configuration. It should be noted,however, that
these are the cases so far investigated, and that they do not reflect a limitation of
the technique, which being quite general appears to be useful for the determination of
a number of force and moment derivatives due to the motion in any single degree of
freedom. The wind-tunnel results are presented and discussed in Ref. 1, while their
significance for the flight mechanics analysis is assessed in Ref. 2.

All the abovementioned experiments have one thing in common, namely, they are
dynamic tests in which the model is oscillated sinusoidally in one plane. This "primary
oscillation" may be angular or translational' depending on the experiment. Under asym-
metric flow conditions, aerodynamic coupling may be present between the primary motion
and other degrees of freedom of the model, resulting in induced moments and forces in
these degrees of freedom. The objective of the experiments is, then, to determine these
"secondary" moments or forces which in turn lead to the pertinent cross and cross-
coupling derivatives. The main features of the experiments under consideration are
shown in Table I.

TABLE I

Derivatives To Be Measured

Exp. Primary Motion Direct Cross and Cross-Coupling

I Osc. in pitch Mal C + C ; Cno' C + Cn C C + C'
(full model) mq ma nq Cg , Lq La

II Osc. in yaw C , C - C- CMACosao - CLcosa
(full model) nB nr n0 c mB' mr C . C Cr

III Osc. in roll Clot Ct + C A sin C m, Cmp + C'sin Cn , Cnp + C sin
(full model) L, o m8 spna°  C 'siao p nsio

IV Vert. plunging Ma' C'
(half model) me
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A common characteristic of these experiments is that they are used to determine
derivatives on which little or no information is available, making it very difficult to
assess the validity of the results. Consequently, a technique has been developed to
independently verify the validity of the experimental and analytical procedures used in
the wind tunnel experiments.

This paper briefly describes the apparatus and philosophy underlying the various
wind tunnel techniques and the verification process.

2. DESCRIPTION OF WIND TUNNEL APPARATUS

In all cases the model is mounted on a balance that is in turn attached to an
elastic support system capable of deflecting in the appropriate degree of freedom. The
primary motion is imparted by an electromagnetic drive mechanism which oscillates the
model with a constant amplitude at the resonant frequency (in the primary degree of
freedom) of the mechanical system. Fig. 1 shows a view of the balance and drive
mechanism for the pitching and yawing experiments (the latter achieved by rotating the
model by 900 relative to the balance). This is a new, more slender apparatus with which
more realistic models may be tested than those tested with the previous pitch-yaw
apparatus (Ref. 1). The balance has a five component capability (no axial force) and is
made in one piece - a very desirable feature for dynamic testing. The balance is
attached to a pair of cross flexures that allow it to deflect in pitch (or yaw). The
drive mechanism consists of a high-current single turn coil that passes through a magnetic
field created by very strong rare earth permanent magnets. A feedback system forces a

Fig. 1: Pictorial view of pitch-yaw apparatus

suitable current through the coil, that interacts with the magnetic field and results

in a moment in the appropriate degree of freedom.

The rolling apparatus is depicted in Fig. 2. In this case the model is mounted on
the S-component dynamic balance mentioned above (although a standard 6-component balance
could probably also be used) attached to twelve axially oriented cantilever springs that
permit it to oscillate in roll relative to the sting. The drive consists of a rare-
earth permanent-magnet "brushless" DC motor-like actuator located at the aft end of the
sting and connected to the balance via a drive shaft. As in the previous case, a
feedback mechanism ensures that the model oscillates with constant amplitude at the
primary mechanical resonant frequency of the system.

For the half-model plunging experiments., the balance is a single pitch-sensitive
cruciform flexure attached to a pair of parallel cantilever springs that allow the model
to move in the vertical direction (Figs. 3 and 8). The drive mechanism is made up of
a pair of electromagnets that produce a magnetic field within which coils are imbedded;
these coils, carrying a suitably controlled current, are attached to the balance thus
applying the force required to obtain the desired translational oscillation.
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Fig. 2: Pictorial view of roll apparatus
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Fig. 3: Schematic of half-model apparatus
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3. INSTRUMENTATION

As mentioned above, the purpose of the wind tunnel experiments is to determine the
secondary moments (or forces) generated as a result of the primary oscillation and the
aerodynamic coupling between the primary and secondary degrees of freedom. In general,
signals representing the secondary motions are contaminated with noise to such an
extent that conventional filtering methods are inadequate to extract the necessary
information. However, the small amplitude of the primary oscillation of the model (l.S)
warrants the assumption that, for a given model attitude, the system is linear about its
equilibrium position, in which case the pertinent components of the secondary motions
are sinusoidal and of the same frequency as that of the primary motion. The a priori
knowledge of the nature of these motions allows the use of correlation methods to
extract the information necessary for the eventual determination of aerodynamic deriv-
atives.

Fig. 4 shows a simplified block diagram of the instrumentation system. It is based
on five pairs of lock-in amplifiers capable of extracting signals, coherent with a
reference signal, that are deeply buried in noise. The signal corresponding to the
primary displacement can be used as the reference by virtue of its high signal to noise
ratio, and thus the in-phase and quadrature components of the secondary motions with
respect to the primary one can be determined.

The primary oscillation amplitude and frequency, as well as the drive current
(representing the driving forcing function) also need to be measured in order to obtain
the pertinent direct derivatives. The signals of interest are digitized and processed

automatically using an off-line calculator-based data acquisition and processing system.
Work is currently in progress to implement an on-line fully digital version of the
processing system.

PRIMARY REFEENC
DEFLECTION PAESIT UI

l UNIT / ALL SIGNALS
' INTO DATA

ACOUISlTIO SYSTEM

DRIVE M L06
CURRENT

SECONDARY
DEFLECTION

DEFLECTION

STING 94.'
VIIIIIATION

VISRATION

Fig. 4: Instrumentation system block diagram

4. DATA REDUCTION

As is shown in Fig. 5, two distinct reduction procedures are applied to the data
obtained from each experiment. Procedure I is applied to the data associated with the
primary degree of freedom in order to obtain the corresponding direct derivatives
according to the well-known single degree of freedom constant-amplitude oscillation
methods, while Procedure II is used to obtain cross and cross-coupling derivatives. The
latter is applied to the data associated with the secondary degrees of freedom, namely
secondary motions, mechanical stiffnesses and dampings as well as aerodynamic stiff-
nesses and dampings, which are (in turn) obtained from "complementary" tests where the
model is oscillated in the pertinent degree of freedom. It should be noted that the
data from the complementary runs must be for the same model attitude as the one under
consideration.



9-5

OPTUATI:
IN PITCH I"

MROCEDOU:: I DIMICT ORIVATIVISCOMPTATION A.: AEFOOW4AMICITPnFF MIOD
PACSDR, Id CNM R ONE W NG eOAMIPNO UI DEGREE OF FREDUOM iO.O.FPI

DERIVATIVES COMPUTATION W,: MECHANA SyTIES AND DAMING IN
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Fig. 5: Interrelation triangle for direct vs. cross and cross-coupling derivatives

It is therefore possible - by means of 3 oscillatory experiments - to obtain a
complete set of 9 dynamic and 6 static moment derivatives due to pitching, yawing and
rolling. A detailed data reduction flow chart for the specific case of the determination
of cross and cross-coupling derivatives due to yawing and direct derivatives due to
pitching and rolling is shown in Fig. 6.

In Procedure III the sinusoidal time variations (coherent with the primary oscilla-
tion) of the secondary angular deflections are represented by tare and wind-on vectors.
All phases are referred to the primary deflection. The subtraction of the tare vectors
from the wind-on vectors gives the "aerodynamic deflection vectors" representing the
angular deflections caused solely by aerodynamic moments due to the primary motion.

These aerodynamic deflection vectors are assumed to represent the response of a
second-order system to an excitation by sinusoidal aerodynamic moments synchronous with
the primary motion. To compute the cross and cross-coupling derivatives involved, the
aerodynamic deflection vectors must first be converted into their causative aerodynamic
moments which are then resolved into in-phase and quadrature components relative to the
primary motion. Considering, for example, the secondary oscillation in pitch caused by
a primary oscillation in yaw: ~ coswt, the equation of motion can be written as

+ e + (IRM I sI c (t + no)

where the subscript outside tv~e brackets indicate that the model is mounted for oscilla-
tion in yaw and the damping coefficient, (pe),, and the wind-on natural frequency inpitch (w e) are, respectively 1/2

-e 
M  

(We ne)2 _ "

a 0 N o N eT

iiis the aerodynamic moment in pitch - the magnitude and phase of which are to be

determined land t is time.
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The direct aerodynamic derivatives M and Miare obtained from the complementary
test where the model is oscillated in pit~h, and the mechanical characteristics of the
system - such as the moment of inertia cI,p the damping constant (y,),,, and the tare

natural frequency (w nd) - are determined by separate calibration tests.

The conversion of the aerodynamic pitch deflection vector 8 into the aerodynamic
moment in pitch A is accomplished by considering the equations for amplification and
phase shift in a second-order forced-oscillation system (see, e.g. Ref. 3), leading to
the following expressions:

JAI = 161 (le' [(e -W)+(u

/( e) =ce aarctan e) 2
(w)0

In turn, the phase angle between Mand 4~is determined from

/( ne a -L ) -1

where /( is the measured phase angle between 0 and .

The static and dynamic cross-coupling derivatives of the pitching moment due to
yawing are finally obtained as

C =- C cos =1 am_ 1 JAI cosri6
-CIP coa 1*2V31 = To- It. =i

C mr cm; coa Is = - 5- .
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The above data-reduction procedure is based on the assumption that the aerodynamic
interactions between the two secondary motions are negligible and that the primary
motion is not affected by the two secondary motions. This assumption is considered
realistic by virtue of the very high stiffness in the planes of the two secondary motions
which results in secondary amplitudes that are small both in an absolute sense and
relative to the primary amplitude. This is particularly true with regard to the component
of the secondary motion that is coherent with the primary one. Mechanical and
electrical interactions, obtained from the static balance calibration, are taken into
account by means of a first-order correction. Furthermore, since vertical and lateral
accelerations (Y and Y) may induce moments in the secondary degrees-of-freedom due to
the presence of pertinent products of inertia of the moving system, a correction for this
effect was incorporated in the data-reduction procedure. The corresponding acceleration
effect in the primary degree-of-freedom appeared to be very small for the present
experimental set ups and was therefore neglected.

As the method described above is new and based on certain assumptions (Ref. 4), and
because little or no data is available on many of the derivatives measured, it was
decided to develop a technique that would independentZy verify the validity of the
approach. This was accomplished by means of an electromagnetic calibrating system that
provides accurately known moments (in vectorial form) in up to three degrees of freedom
simultaneously, such that a comparison between these moments and those resultipg from
the application of the data reduction procedure to the induced deflections provides a
measure of the validity of the complete experimental technique and its analytical basis.

5. DESCRIPTION AND OPERATION OF CALIBRATOR

The operation of the calibrator is based on the application of accurately known
moments to a calibration frame mounted on the dynamic balance and subjected to the same
oscillatory motion in the primary plane as would be encountered in the corresponding wind
tunnel test. The applied moments are coherent with the primary motion and their
amplitudes and phases can be adjusted to represent a wide range of aerodynamic parameters.

Fig. 7 shows a simplified pictorial drawing of the calibrator. The stationary part
is common to all applications and consists of two concentric octagonally-shaped structures
that form a magnetic circuit neces5ary to establish a DC magnetic field across four air
gaps located on the horizontal and vertical axes of sym;,etry of the octagons. Different
versions of the moving part are necessary to accommodate the two types of primary motions
that are required, namely, angular oscillation for the pitching, yawing and rolling
tests, and translational oscillation for the plunging test. The two versions are
discussed below.

plilagI filmy-si eto

pdm-

Fig. 7: Pictorial view nf calibrator
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a) Angular Primary Motion.

In this case the moving part is a very light cruciform-shaped frame. The outer
ends of the four arms of the calibration frame support conductors (single-turn driving
coils) located within the four air gaps. The necessary moments are obtained by passing
suitable alternating currents through the driving coils which thus interact with the
surrounding magnetic field. As the calibration frame may be required to move in three
rotational degrees of freedom (e, and 0), the calibrator must have spherical symmetry
about the point in the balance where the three axes intersect. This requires the
magnetic fields across the gap to be radially oriented which is achieved by spherically
shaping the pole pieces. Likewise, the driving coils are curved to preserve the necessary
angular relationship between the currents and magnetic field.

b) Translational Primary Motion Using Half-Model Technique.

As shown in Table I, in the present context only pitching derivatives due to plunging
are obtained, using the half model technique. In the calibration procedure, therefore,
it is necessary to apply a pitching moment to a vertically oscillating calibrating frame,
which can thus consist of a single horizontal bar to avoid contact between it and the
stationary structure at the top and bottom air gaps (which are retained for the sake of
simplicity (Fig. 8)). At the ends of the calibrating frame arms there are single turn
driving coils oriented in the Y direction (model coordinates) imbedded in the magnetic
field present in the side air gaps, which, in this case, are flat in order to accommodate
the vertical translation. It should be noted that the pitching motion resulting from the
applied moments is very small and thus does not require spherical gaps.

Since the applied moments must have arbitrary phase relationships with respect to
the primary motion, the driving currents are synthesized from the signals corresponding
to the deflection and angular velocity (90 degrees apart for a sinusoidal motion) in the
primary plane. The velocity is sensed directly by means of conductors moving within-the
magnetic field so as to induce electromotive forces proportional to their velocity.

To ensure a proper calibration operation, the electromagnetically induced loads were
carefully calibrated in terms of the corresponding drive currents, and the absence of
interactions between the various applied loads - deemed to be essential for obtaining
reliable results - was also experimentally confirmed.

The alignhent between the stationary and moving parts of the calibrator was found
not to be very critical, a situation to be expected as a result of the geometry involved,
thus obviating the need for complex alignment procedures.

Fig. 8: Half-model ,alibrator (plunging configuration)
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6. CALIBRATION PROCEDURE AND RESULTS

The purpose of the calibration procedure is to verify the validity of the experi-
mental and analytical methods employed in the wind tunnel tests by suitably simulating
the conditions encountered by the model in the flow. This is Accomplished by
substituting the model by the calibration frame and the aerodynamic loads by electro-
magnetically induced ones. Both "tare" and "wind on" measurements are taken, namely in
the absence and presence of applied loads respectively. The same data reduction
procedure is applied to the calibration data as used in the aerodynamic tests, that is,
the deflection in the secondary degrees of freedom are converted into their causative
loads which in this case, however, are known. Consequently, a comparison between the
applied and measured loads provides information on the validity of the method. It
should be noted that in the calibration experiments the inertia characteristics of the
calibration frame rather than those of the model must be used; likewise, the aerodynamic
stiffness and damping in the secondary degrees of freedom are zero. It is thus
obvious that the calibration tests do not provide a calibration in the sense of obtaining
input-output transfer functions, but rather they verify the validity of the experimental
approach in a general sense. The calibrator, however, has furthermore proven to be an
extremely useful diagnostic tool for the identification of instrumentation faults,
computer program errors, etc.

A comparison between applied and measured moments for the pitching apparatus is
shown in Fig. 9. Here various combinations of simultaneously applied pitching, yawing
and rolling moments (indicated by the flags on the symbols) are plotted in polar form
referred to the primary deflection in pitch. A similar plot for the pitching moment in
the presence of plunging oscillations is shown in Fig. 10.

It can be seen that these results are very satisfactory; further details on the
calibrator, discussion of errors, etc. are given in Ref. 5.

.5 PITCH1
o PITCH }INPUT 2" * YAW MEACH E

SL MOMENT £ YAWL MOMENT

MNT ALE 0INPUT PITCHING MOMENT @ MEASURED P[TCHW. MOMENT

Fig. 9: Comparison between applied Fig. 10: Comparison between applied and
and measured L, M, N moment measured pitching moments due
combinations. (Individual to plunging
runs denoted by flags)

7. CONCLUSIONS

An oscillatory technique for the determination of static and dynamic cross and
cross-coupling derivatives due to pitching, yawing, rolling and plunging has been
developed and is available for routine wind tunnel testing of aircraft. A calibrator
for the above apparatus has also been developed with which the validity of the experi-
mental approach has been verified.
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DETERMINATION DE NON-LINEARITES DE STADILITE DYNAMIQUE

par Xavier VAUCHERET

Office National d'Etudes et de Rlecherches Adrospatiales (ONERA)
92320 Chitillon (France)

RESUME

Par son balayage cosaplet d'amplitude, au coure d'un transitoire, Is mdthode des oscilla-

tions libres eat bien adaptde A l'dtude des non-lindaritds survenant au cours d'sssais de stabilitd

dynazuique de maquettes en soufflerie.

A partir des thdories classiques de is mdcanique non-lindaire, une classification des

non-lindaritds, basdes ur leura effets, eat proposde. A i'inverse, des 6volutions de frdquence et

d'amortisaent en fonction de l'amplitude, mesurdes en cours d'sssais, i eat possible de

remonter A ls meilleure reprdsentation non-lindaire du mouvenent. Deux cas concrets d'oscillations

fortement non lindaires, dont l'un couportant un cycle limits, illustrent lee m~thodes ddveloppdes.

INTRODUCTION

La mdthods des oscillations libres a dtd ddveloyppde A l'ONERA depuis 1957 comme procddd

d'dtude en soufflerie des caractdristiques de stabilitd dynainiqus des maquettee (l) . La principals

raison du choix des oscillations libres Etait de rdduire au maximum le temps d'essai AIis dur~e d'une

relaxation en vue de diminuer ls coalt des essais cur des maquettes de grandes dimensions. Par is.

suite, cette mdthods s'eet avdrde bien adaptde au cas des souffleries A rafalsde plus en plus

brbves,lorsqus is nombre de Mach augments. Des essais ant Et6 alore successivenent rdalisds A

Mach 7 pour une durde de 20 secondes puis Mach 10 pour une durde de 10 secondes en adoptant lea

montages d'essais et en automatisant toutes lee sdquences d'sssais (2)J Ainsi un prograzanateur

imposait is ddroulement successif des ddblocages maquettes aprls amorqage de Is veine, armement de

la maquette A l'amplitude prdaffichde, ddverrouillage rapids provoquant l'oecillation libre et

reblocage de ls maquette avant ddsamorgage de Is veins. Gr~ce au ddveloppemnt do cette technique,

des essais purent ?Atre effectuds & Mach 17 au cours de tire d'une durde de 80 A 160 millisecondes.

Dbe l'utilisation de is mdthode des oscillations libree, is probiline des non lindaritis

a dtE abordd e n effet, les dispositifs de suspension et do rappel distiqus de maquettee Pasant

environ une tonne soulevaient des difficuitdis inhdrentes & des frottenents secs, des .2eux: ou des

discontinuitds de rappel (3) , qui per la suite furent rdsolue par l'emploi do montages comportant

des articulations h lames croisdes nonobloc. L'Etude des non lindaritds d'ordre mdcanique a

constitud par lq suite un acquis profitable pour l'Etude des non lindaritds d'ordre adrodynanique

que tons lee engine ou corps de rentrde prdsentaient par suite de phdnomnbnes do ddcollements,

m~zns lorsque lea oscillations Etaient rdalisdes autour d'une incidence nulls.

Lee mdthodes de rdsolutions d'Equations non lindairs ant dtd l'objet de nombreux

travaux. A partir de cette rdsolution, une classification des non lindaritds relatives aux termes

de rigiditd et d'amortiesement, en non lindaritds do courbure et de discontinuitd a dtd Etablie.

En essais, au coure d'une oscillation libre, lee donnges sont conetitudee par lee Evolutions

de is frdquence et de Ilamortieement en fonction de l'amplitude dloscillation. Ces Evolutions ont pu

btre obtenuss en temps rdel A l'aide d'un traitenent analogique appropri6 (4) perinettant de se

rendre compte, dbs la fin de l'oscillation libre, du type de non lindaritd en se reportant & Is clas-

sification des non lindaritle base our leur effete. Le problbme I rdsoudre consists alora A ddter-

miner ls meilleur modbl mathdznatique de l'Equation non lindairs du nouvement A partir des relevds

de frdquence et d'amortiseent en fonction de l'aniplitude. Ce problbie inverse (5) et traitd dans

chaque cas spdcifique en optimisant en pas A pae (frdquence puis amortisseozent) l'expreaeion mathdma-

tique Is plus simple de i'Equation du mouvement en vus de formuler avec ia. meilleure prdcision lee

non-lindaritds.
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1 - CLASSIFICATION DES NON LINEARITES

1.1 - Mdthodes gdndrales de mdcanique non lindaire

Les probl1mes de m~canique non lindaire Ont donn6 lieu A une abondante littdrature de

caractbre gdndralement assez mathdinatique L6),(71,[81

Les mdthodes utilisdes ccmlprennent:

- la mdthode topologique de POINCARE orientde sur l'6tude des points singuliers et des cycles

I imites

- les mdthodes analytiques pernettant de traiter des systbmes non iindaires ne oldcartant pas

trap d'un znodbie lin~aire et admettant de ce fait le principe de superposition de foibles

non lindaritds. Parmi ces mdthodes, deux retiennent l'attention

- ia m~thods des perturbations, ddveloppde en mdcanique c~leste par POINCARE et LINDSTEDT.

L'application de cette m~thode conduit souvent A des termes s~culaires (produit d'une fonction

pdriodique par une fonction croissant inddfiniment avec ls temips) sans rdalitd physique Mnaio

dont 1'annulation fournit la 6volutions frdquence - amplitude

- is in~thode, de l'6quivalent harnonique de KRYLOV et BOGOIJUBOV (9) en relation 6troite avec

les mdthodes de RITZ-GALERKIN et de is variation des constantes.

Ces deux mdthodes analytiques donnent des r~sultats similaires ; la deuxibme permet de,

ddgager une classification des non linidaritds et a de ce fait dt6 ratenue A l'ON'ERA pour l'dtude

des non lindaritds rencontrdss en soufflerie.

1.2 - Non lindaritds, de courbure

Au cours d'un transitoire, le mouvenent st d~crit par une dquation unique

X + W.2-3 + P-t-i.Z =0
si lea non lindarit~s sont des termes en puissance de 2C ou de ;. ou une combinaison des deux.

La th~orie de ICRYLOV-BOGOLJUBOV consiste, A partir de Is solution de l'6quation lin~aire pour C

nul, bL -hoisir une solution du type:

o la deux fonctions o. et 4) r~sultant du syst~ms de deux Equations du premier ordre

Dans ie cas de valeurs faibles de ,lea fonctions o. at 96 peuvant btre consi-
d~rdes comme, constantesau cours d'une pdriode leurs d~riv~es sont d~veloppablas en s6rie de FOURIER.

La th~orie de Is premibre approximation conduit au syst~ma

06% L St $(QztK , o - 4

01 , G2 .:iboA:o X. 44E-

A psrtir de cette thdorie, una classification des non lindaritds ddcoule

salon qu'slles conduisent ou non I des dvolutions d'sinplitude ou de fr~quence.

Uns non lindarit6 du type 8ly"x n'engendre qu'une variation de frdquence

* ~?l P 1 9 #i~t .r'1i41
ftQ"~



tine non lindaritd du type E i'?'Ik :z'I -.*. n'engendre qu'une variation d'ampli-

tude donnde par la ioi

2-
Dana Ce cas l'amortissenent de l'4quation lindariade de rdfdrence

X 4 2 off Ql . X-C, 0

eat donnd par Ia relation wrCOO~

Des non lindaritds de type tI .CII.X Pou V I 1 1 OL01 2 - -2c ne conduisent: qu'A des
feactions Pct), MCL(@) contenant des termes en puissancesau momns 6gales A 2 de E~ j
done ndgligeables en premibre approximation.

1.3 - Non lindaritka de discontinuitds

line deuxi~.ne catdgorie de non lindaritds eat constitu~e par des tenacs discontinus. Au
cours d'un cycle d'oscillation, l'dquation du mouvement pr~sente autant de formnes qu'il exiete
de discontinuitdo. LA reprdsentation du mouveinent dans le plan de phase comporte des tronqons
de spirals se raccordant sur autant de lignes de saut qu'il existe de discontinuit~s.

tin cas gdndral, correspondant aux forces de rappel discontinues, est constitu6 par le
rappel hystdrdtique rectiligne qui recouvre lea cas de frotteinent sec , jeux ou seuils.
Au cours d'tm cycle (figure 1) partant d'une amplitude Oto positive, le point reprdsentatif

parcourt le trajet AODEFBG caraposd des 4 droites parallbles deux A deux

(k AC:-t.k.

CX

L

Fi.h o rc 0erpe3ytrtqe rciin Rp~etto aeI lnd hs



En prenant pour r~f~rence le systbse lindaire disripatif de force de rappel k?. x

x + 4 +i C" 0, M lea quatre Equations ddcrivant le mouvaent sont.

leur rdsolution peut Btre effectude rigoureusenent en pas A pas [10]

Partant des conditions initiales R C t a Z X o, X - ) et posant

le point C d'Elongation M, sera atteint au temps La s vitesse dtant -
C.

c sont ddfinis par

le point D de vngitesenul acre.- -;- s attint au t empa to as visotaplt e dtant xf.,

t,,X-1  sot d~finis par

lot

4

le syatbrna des 6 Equations rigaureuses ci-dessus permet done de calculer l'amplituda X,at la demi-p~riode ( t: + tj -6 t:2 ).

Dans le cas d'amplitudesa suffisasmment grandas pour pouvoir n~gliger lea puissances

supdrieiires A 2 du rapport A o/*. devant l'unitd, at pour des amortissaments faibles, lea lois

asymptotiques aux grandes amplitudes sont

L_.- /l
+t a a

La& loi de fr~quence, ne contenant ni. X ni .& , eat inddpendante de la boucle d'hystfird-

sis. La loi da variation d'amplitude, par contra, dfipend de Z dont le signa d~pend au sans de

parcours de Is boucle d'hystdrdsis. L~a courbe repr~sentative de cetta 101 (figure 2) est une hyper-

bole syant pour asymptotes, d'une part l'axa des ordonndes. d'autre part une droite de penta odir

et d'abscisse A ordonnde nulle,
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Hytarisis positive Hyst~rdsis n~potive

6v

V< 7

h, x .' he 4
h, 0 0 0 ,.a*1 a

F F AjLO

h, 0 ) "1 
F-

Ac1, 1L>0 A<?, I1<0

Fig. 2

L'asynnptote eat atteinte par valeurs supdrieures ou infdrieures aelon que Is boucle d'hya-

tdrdais eat d6crite dans le sens positif (Z < o ) ~, ou ndgatif (23>). Dana ce dernier cas, l'hy-

perbole coupe l'axe des abeisses en un point correspondent I un cycle limits dont l'Etude eat

donnde au paragrapbe suivant.

2 - NON LINEARITES CONDUISANT A DES -CYCLES LIMITES

La prdsence dlsilain auto antretenues, cleat A dire de cycles limites stables ayant

dtd observde au. cours de divers essais en soufflerie, lea types de non lindaritgo pouvant conduire

-A de telles oscillations sont examinds dans lee 2 cas de non linfaritls d~critea prdcddment.

2.1 - Non lindaritds de discontin~uitds

Dana Is cas d'une force de rappel hystdrdtique rectiligne, lee dquations exactes donnfies

au paragraphe 1.3, permettent de calculer lea caractdristiqucs de l'oscillation entretenue an prenant



Pour des amortissements faibles. tels que «e< 4 ,l'amplitude a.L et la frdquence

L de l'oscillation sont donndes par lea relations:

= L ( 4 .- .* 14.- ' (-A-~ L P-9 - >'(4t..ef *S.v. Z

dans lesquelles (Ai.3 , K)

Si les sinus sont assimilables aux angles, les relations se simplifient en

La 10± de r~currence d'amplitude, donnie au paragraphe 1.3, pour les grandes amplitudes,

peut encore sldcrire:
Ac, cc ( it -(.4 t)z

le cycle limits, atteint lorsque ~C~o) devient nul, sera stable si

ce qui entralne, pour des valeurs de y comprises entre 0 et 1 , Ie condition -Q positif,

djZ indiquge au. paragraphe 1.3, donc 1'un des 2 cas:

V% -'.0 , X -. -t < a < X <4

2.2 - Non lindarit~s de courbure

Ainsi qu'lndiqu6 au paragraphe 1.2, les seules non lindaritds susceptibles de conduire I

une variation d'smplitude au cours d'un transitoire sont de ls forme F-I IJ'isigne %* . De

telles non lin~aritds ne donnent aucune variation de frdquences avec l1amplitude ce qui lea dis-

tingue nettement des non lindarit~a de discontinuitds.

Dans le cas d'une association de plusieurs non lindaritds de courbureg~n~ratrices

d'dvolution d'amplitude, las conditions d'existence de cycles limites stables d'amplitude *C.' sont

F Caj) -o <

Parmi lea non lindaritds conduisent A un cycle limite, lea plus simaples seront du type

ZA X"*z * donnant une loi d'amplitude

Deux cas particuliers apparaissent selon que Yn ou p. sont nuls.

Pour un polynbme en vn limitd A . et pour p nul donc un ensemble de 3 non

lindaritds 7 -~ la loi d'amplitude eat

4r.

Ce cas, recouvrant 1l'dquation classique de VAN4 DER POL ( A 4 .e A2 .- Ae eat rencon-

trd dana Is calcul th6orique des oscillations d'un corps de rentrde prdsentant une zone d~collde

[11) . La point d'smplitude nulle constitue une singularitd stable si A. eat positif. Pour que

des cycles limits existent, i1 eat ndcessaire de remplir simultandment 4 conditions

A.> a ,Z D < o, A4 > 0 A a 9AA

Seule Ia racine cxLaI plus filevde de P Ca.) correspond A un cycle limits stable

scion qua l'amplitude initial. d'oscillation aere infdrieure ou supdrieure a 1a premiare racine

0.4 de I:(*), 15 mouvemert se terminera A amplitude null. ou dgale A& tI
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Pour un polynfime en p limitd A a- t pour vo nul, donc pour un ensemble de

3 non lindaritda : .1 : A,1 o 'mltd a

gr Q' 1 ( 9 A ,+ G A o 4-SA,- . 4 

Les conditions d'existence d'un cycle limit: seront

une seule racine de I s ,l plus grande, conduira, A un cycle limite stable, outre is singulari-

td stable A amplitude nulle pour Ac, positif. Ce cas recouvre l'dquation classique de RAYLEIGH

LA - v% A,. vAc,)

3 - MBENTION DES NON LINEARITES A PARTIR D' ESSAIS EN SOUFFLERIE

De nombreux essais de maquettes de corps de rentrde ant dtd effectuds en soufflerie A

l'aide de la mdthode des oscillations en utilisant un montage entibrement autosiatiad (figure 3).

LAMES CROIStES

REFROIDISSEMENT

Fig. 3 - Dispositif d'essais de corps de rentrde. 0,75 <N M-10.

Dane Ia plupart des cas, de fortes non lindaritds ont dt rencontrdes par suite de Ia

prdsence de ddcollenents so ddveloppant au pied de Ia partie aval conique des corps do rsntrde.

Deux types de ccxportement des maquettes ant dtd observds isl premier avec des cycles limnites

d'smplitudes importantes attointes par valeurs supdrieures ou infdrieureddonc stablea'accompa-

gnds de fortes 6volutions do frdquences. De telles oscillations auto entretenues disparaissaient

ainsi quo l'gvolution des fr~quences en agissant sur lea d~collements A l'aide dapdritds sur la

partie avant du corps do rentrie. Une deuxibme cat~gorie concerns des oscillations sans cycles

limites, comportant do fortes variations d'mortisaanent at de frdquence au cours d'un tranaitoiro.

CoB deux cam ant dtd traitds en faisant appal & des mithodes do rdsolution diffdrents expooss

ci-aprbs.

3.1 - Oscillations libres avec cycles limites (10]

Dana le cas d'esaais effectuds A Mach 4,5 en oscillations libres d'amplitude initials 7

degrds our un corps de rentrdeen transition naturelle,ccmportant une partie cylindrique suivie

d'une Partia arribre conique , des ddcollements remontaient juaqu'au milieu de la partie cylindri-

quo A Incidence nulls et intsreasaisnt toute la partie cylindrique & l'extrados de la maquotte A



1'incidenco do 7 degrds, l'dcoulemont dtant bien rocoild A l'1ntrados. Au cours d'oscillations

autaur d'uno valour moyenne :D. a - 0,2 degrd, lea oscillations me stabilisajent I partgir de

Ia 90bme oscillations & tine amplitude constanto e, do 1,1 A 1,7 degrds pour des nouubres de

Reynolds do 6 et 4.4 millions (figure 4). A l'inverae , l'amplitude de I& maquette ddbloqudo mane

armement, auguentait jusqu'l Ia valour OL obtonuo prdcddaunnt.

10e01____________ _

6
5 0

000

3 - 0
-0

0 
X'0C

00

2 0000

0
000 Cycle limite

0

O100

0,5 0
00

0 50 100 150 200O
n (1/2 oscillation)

Fig. 4 -

x Corps do rontrdo lisso
14 - 4,5 0 Corps do rontrdo lisso (rdgimo d'dtablissmnt du cycle limito)

0 Corps de Tentrdo avec colloretto dentelde

Los courbos classiques d'auplitudo tracde on fonction du nosibro d'oscillatioms montront

bien Ildvolution obtontie ot 1s cycle limito stable.

En disposant dos rugositdo our le no: du corps do rentrde, lox owbroscopies montraient tin

attachenent correct do l'ondo do pied do jupo ot Is mouvment eat bien lindariad en amplitudo

(figuro 4) lea oscillations atito-entrotenues ont disparti. La counparaimon des courbo.

18- TF(i) montro bion Ia diffdronco de comportemont due aux ddcolleaonta aprbs 50

oscillations, la naquotte ruguouse a tine splitudo do 0,6 degri alans quo I& maquetto lises oscille

oncoro avoc tins amp litudo do 2 degrds.

Una autre diffdrence fondamentalo do conportaent do Ia maquette~ selon i& rugositd do net,
rdside dons Ildvolution rapids do I& frdquence aussi bien avant qu'aprka cycle limit. pour Is
maquette lisse at tine foible variation dons Is cas do la maquotte ruguguse (figure 5). Stir cotto

m~e figure mont portdos lea lois d'asplitude Ae 9 . 19 1 obtenues.
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~Hz e
CYCLE

16,5 ./ IIE0,10

16,0

155s 0,05

15,0 *CYCLE

0 1 2 3 4 5 6Ir 2 3 4 5 6

" Naquette lisse gumoyen = - 0,2
Uasultata oxpdrimentaux A MHaquette lisse v moyen = 1,6*

0 Maquette rugueuse 0 moyen - - 0, 2

ThE ore
Rdsultats A Mach 4,5

Fig.5 - Lois de frfiquence et d'auplitude

3.1-1 -Mgetngoa

lAs points AID vIIe'* placent stir 2 droites dont 1'une A faibles amplitudes passe
par l'origine. LA frdquence eat pratiquement constante h faible amplitude et crolt au dell.

Line moddlization de la force de rappel en trois droites de pentes voisines, sans hys-

tdrdsis, et un smoortissament constant donnent lea Evolutions do frdquence et d'amplitude tracdes

en traits continua (figure 5) en bon accord avoc lea points expdrimentaux. En prenant les notaticns

du paragraphs 1.3, lea Equations dui mouvement sont ddcrites avec des non lindaritds de discontinui-

tia caractdriodca par:

conduisant 71 tne ddrivde do stabilitd dynamique de tangago constants C!V - 0,27.

3-1.2 - naguettelji!!e

L'examen, des courbes do frdquonce et do r~currence d'amplitude (figure 5) et la prfisence

d'un cycle linite stable conduisont A prendre tine schdmatisation do rappel hystfirdtique rectiligne

ddcrit aux paragraphes 1.3 et 2.1. Ce inodble non lindaire eat caractdrisd par X> >i , 1 O et

La valeur de -ke d~coulant de l'amplitudo et de la frfiquence dui cycle lizeite eat

to + 0,13*. La pente de l'asymptote I Ia courbe A~el:19 donne le coefficient d'amortisse-

mont 0( - 5,1*/... La relation liant -ZJ. J , t 9( fotirnit le parambtre d'hyst~rdsis

ID 0,673 donc: la surface de la boucle d'hystdrdsis 54 a 4 ko t, IM! . Il n'ost pss possible

de adparer X et usiaai seulement d'indiquer quo:

), > I a< t < oc% .it w>< o <0, 3

Lea courbes thdoriques . t9), AS. FI&' obtonues A partir de telles valeurs sont tracdes

on traita continua figure 5 :eli.. co'Incident parfaitement avec lea points expdrlinentaux. La valour

dui coefficient de stabilitd dynamique do tangage r~sultant de la mise en Equation non lindaire eat

constante = -, 0,20.
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Des esaies ont dtd offoctuds autour d'une velour noyenne 19%. de + 1,6 degrd. Lee lois

de frdquence at do ricurrence d'mplitude doandee figure 5 montrent quo ce cas oat un cam intermd-

diaire des prdcddents at ne prdsonte pas do cycle limits. Ce cao pout btre traitd an prenant une

boucle d'hystdrdsis non centrde autour do la valour wayenne d'oocillation. Aprbs quolquos cycles

englobant Ia boucle d'hystdrdsis, 1* cauvement except* cello-ci at as lindarise aux foibles mapli-

tudes. Ia courbo thdorique obtenus alors oat bien conform. aux lois assurde. (figure 5).

3.2 - Oscillations libres non lindaires (12]

Le dowciabo example d 'oscillations libros non lindaires concerns un corps de rentrde on

hypersonique (M~ach 7). Dana ce coo des Evolutions importantos do le frdquenco et de 1 'mortissamont

dquivalent: sont enregistrdes on fonction de 1'mplitude. Aucun cycle limite no so manifesto. Co cas

peut donc btre traitd & l'aide d'un ensemble do non lindaritf a do courbure juxtapoedes dont certainoc

conduisent A la loi do frdquonce et d'autres & la loi d'amortisasnt soit respectivestont dos types:

EIX"I 1I Tw4Le%, & ~I%IPI.ZNitainsi qu'indiqud au paragraphe 12.

Per suite do la prdsence d'un axe do rdvolution, lea naquettes de corps do rentrde no pou-

vent conduire qu'A l'imparitd do Ia force de rappel adrodynamique et I la paritd do I& force d'amor-

avecsonsuportestune fonction non lindaire de l'dlongation instantande e de la maquetto,

L~qaindu mouvement do Ia maquefle d' inertie B , rappel!. ndcaniquement par wie suspen-

sion A&ae cose do rigiditd K ,autour d'un axe d'oscillations situd done un plan vertical at

inclind do l'incidonce d'dquilibre ea ct

~@ r 44)+ Z:' 0 djge +

dans laquello lea coefficients at ot soront lids A des polyni~nes donnant loe coefficients

adrodynaniques Ct. et Cm

S/9 sont les r~fdrences gdomndtriques do la naquetto, I% pression cindtique et V la vitae-

so do Il'coulanont.

3.2.1 - Non lindaritds do ddplacement

Las non lindaritds do ddplacament, contenuos dons 1 'Equation de mouvemont soot do Ia forme

AZ,,,44 940 AMnsi qu'indiqui au paragraphe 1.2, de telles non lindaritds nlentrainant qu'une

variation de la frdquence :u a 1

Pour l1 enmuble des non lindaritis, Isl loi de frdquence eat donc 3e-W.4.4

Gi0  (0 N=4It 4 ka-4jit
dane laqull. ow, , pulsation I amplitude nulle, rdsulte do l'Equation lindaire do rdfdrence

IA loi do frdquence, obtenue au cours d'un transitoire, pout Itre miss, I l'aido dos

moindres cart&*, sous I& forms polynomialse. 1

1e pranier term. 1, Etant pricidment la pulsation W.. . En Egalant los tormes do m~ne puissance

do 4L dons lee 2 Equations do Is. frdquence, on obtient um systbae lindaire do 4 6quations dont

lea N Inconnues sont lea coefficients Xv, chorchds

11 tu c qu 'un coefficient X%, quelconque est donni par I& relation

ao g dipand dme des terms do degri supdrieur, 1e premier terms ) d. tant obtonu en dernier par



I&arelation:- W2, *

oO) w!j eat is pulsation sane vent, obtenue au coura d'essais prdliminaires

4-Ik - I(/S

Le choix du degr6 N du polyne, reprdsentant au mieux Isa loi de frdquence mesurde eat effec-

tud par calcul automatique sur ordinateur. L'obtention d'un dcart moyen quadratique riduit eat un

critbre ndcessaire mais non suffisant ; elle doit Otre conjugude avec 1'obtention d'u dcart indivi-

duel maximal le plus faible possible. Dana le cas donmd ici A titre d'illustration (figure 6) le degrd

du polynime N doiC Atre au momns dgal A 3 sinon lea dcarts sont 2.5 fois trop grands. Pour optimiser

le degrd N, un crittre d'invariance eat retenu :effectuant Is variation de N , l~a veleur de N retenue

eat celle qui assure l'invariance de la fonction Ctv"-(.Z) . Les fonctions tracdes figure 6 pour

des degrds N de 2 A 5 permettent de retenirN4 pour lequel le degrd d'invariance eat obteau avec: une

prdcision de ACnr/CM t 0,11 %

f (Hz) 
i

1 N o mesures 0 a

'Io -plynime N. 4 K

0

0 N

Va5

10 -0,3f

0 to

NO/ (% i cart indliiduel
maximal

q5 \ i cart moyen

N
05

Fig.6 - Evolution de frdquence en amplitude

.22- Non lindaritd do vitease

Les non lindaritds de vitesse, contenues dane l'diquation du mouveent sont de Is forme

b ,e ?V(tI . Ainsi qu'indiqud au paragraphe 1.2, de telles non lindaritds n'entratnent qu'une va-

riation de l'amortissement dquivalent D( of CL Z" r I"
2%0 k.&4.

Pour l1enaanble des non lindaritds, is loi d'dvolution de l'amortissaent avec lamplitude

Lea non lindaritds, relatives A l'aiortissenent do structure, peuvent Stre considdrdes sdpa-

rdment A partir d'un essai sans vent au vide. Dana e eas isl loi d'amortiasement calculde eat

2 *Q .L f 1 -

La loi mesurde en cours d'esaais eat miss sous forme d'un polyntme de degrd L

Les valeurs des coefficients d'anortissemuts de structure, meaurda au coura de quatre tran-

aitoires effectuda sans vent au vide (figure 7), peuvent Stre lisads correctanent par un polyntie de

degrA L - 2. L'dicart moyen quadratique do 1,9 7% pourrait Itre ramend A 1,4 %. en augmontant le degrd

L A 5 mais I. foible gain on rdaultant eat peu intdresaant. Caimme l'amortissunant do structure

st: (40 no reprdaento qu'environ 10 7. do l1'uortissement global 411t w meaurd avec vent, I'erreur
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ccmmse sr 0( no conduit qu'A une erreur relative Buir % d+1,o/0.n sirtdobn

souligner ici que lea erreurs duos au lissage de la courbe de,*(ct) saint cans commne assure nsec

cellos qui rdsulteraient, soit d'une lindarisation do a a' , soit uhee tine absence de cc terme dons
lea Equations du mouvemont. Dana de telles hypothbses, lea erreurs relatives cmmises our C, IN
seraient alora respectivement de + 4,5 %. et + 10 %.. Pour la suite dui calcul, Ie degrd le plus rdduit

de L eat souhaitable afin de ne pee aupmenter le degrd de la courbe C.,(4.

Les produits O(C' , obtenus avoc vent, en fonction do l'sznplitude, sont mis sous Ia forme

d'un poiyntme do degrd P ZX

En identifiant lee termes de nbne degrd de l'amplitude, pour lee lois calculdes et tuesurdes,
on obLient tin systbme liniaire do P + 1 dquations (pour autant quo L soit inf~rieur a P) dont lea

inconnues sont lea P + 1 coefficients 9P: - .2 TI
%rz P . (h- " 4Z 'jh

Les coefficients Vkseront obtenus, A partir do celui do degrd P, en abaissant le degrd

de proche en proche k,

le dernier torme Vio eat obtenti par Ia relation:
~ - 1.:~ Vp4 0

tT

faisant intervenir tous lea coefficients V , pour de I A P.

La neilleure repr~sentation de l'Evoltition du coefficient d'smortissanent global avec vent

CEest obtenue A partir d'une mise en Equation polynominale do degrE *3 = 3 de la ddcroissance
d'amplittide UZZ (o.(). L'avantage incontestable do Ia ddrivation do cette courbe aprbs lissage permet

d'dliminer des fluctuations autour de l'Evolution moyeane (figure 8) que Ia d~rivation directe no

ferait qti'exacerber. Ce dernier phdnanbne, non significatif dons Ia recherche du coefficient vj

nWest dO qti' tin mode do pompage de la ligne de dard support. L'invariance autour du degrE 1-3

eat observde avec tine dispersion relative 400k/OtEr" t 1,75 7.

En toute riguetir, lee degrds retenus N -4 pour le polynbte &0~ W,,) ot R - 3 pour Is polynb-

meol,0% conduisent au degrd P - 6 pour reprdsenter le produit Iaw, NtI) . En fait, pour dviter

tin c,.mul dlimprdcisions dans tine rdsolution inatricielle d'ordre trap dlevE, i1 eat plus avantagetix

de rdduire le degrd P. La figure 9 donne lea courbes Cv~ (-;) ddduites des polyn'Bmea Xcjs (to)

pour l'ensemble N = 4 , R = 3 at L = P de 1 A 3. Des calculs effectuds avec P jusqu'& 5 ,il rdsulte
quo IlIinvariance do Cv~, Ik) est observde dbs P - L = 2 avec tine prdcision A C-4 /Ci.q =+1,017.

0,5-

-poynime L-2 0

o ~o diivatien directe
- dirivation spris li3sege R-3

o -0".

Fig.8 - Coefficient d'amortissement global-
Evolution en amplitude

0 .~CM, 5io 10
i EMO 0 wa-

2~ N-4 L.P

L A .
0-0 3 a

Fig.7 - Coefficient d'smortissament do structure
Evolution an aplitude Fig.9 - Stabilitd dynainique -Fonction Onq (i)
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En ddfinitive, lea courbes Caj(4)et CvqIc),1e* plus reprdsentativea sont obtenues avec

1'ensemble suivant des degrks :N = 4 ; R = 3 ; L = 2 ; P -2

Done ces conditions, lea dispersions dues A la zndthode de calcul sont

4 -. EQUATIONS HETERON(O4ES

Il eat bien rare qu'au cours d'un transitoire effectud dans une soufflerie A rafales, lea

conditions de l'Ecoulement aoient permanentes et ceci surtout en hypersonique pour lea tempiratures

gindratrices. Il eat donc ndcessaire de tenir compte de cas dvolutions dans Ie calcul dea coeffi-

cients adrodynsniiques.

4.1 - Evolutions faibles des conditions de l'dcoulemnt

En reprenant Is cas des oscillations libres ddcrites au paragraphe 3.2, un premier calcul

des coefficients X,, et 0, eat effectud pour des valeurs moyennea des conditions gdndratrices

en pression at tempdrstura e

Lea variations de $a t 'T. au cours du tranuitoire sont mises sous formes polynouiales

A laaida de Ia nidthode des moindres carrds:

7- 0 G 9  T.L 'SA
d'o6 la relation

Pour chaque valeur de W.4* correspondent A une amplitude a..4  la. valour norude I Ia

preaaion gdndratrice mayenne j.~sara:
*' .L 4Ah4A- ( f+ Lb3.XAv )

+ (Ake* Ap.) * A,
dens laquelle: A, z Z,' X " 4. r".4~'f z (m

nr , .~ 4 ~ it. , 71 m= It.
De mane, la valesu' de 0. t normdes h la pression gdndratrice moyanne aeront

= (*N * + S.PA -% %y.s)

dona laquelle:

£):r1  ( ;q M-1~
A partir des valours, ainsi normdes, de ofp&et 4w il eat ensuite procddd comme indiquA

au pragraphe 3.2 pour obtenir de nouveaux coefficients Xh at ~. tenant compte des 6volutions

dcs pression at temperature gdndratrices.

4 2 - Evolutions importantes des conditions de 1 'dcoulement

En hypersonique, lea conditions d'easais peuvent dvoluer rapidemant an prassion at temps-

rature, au coura d'un transitoire, si bref soit-il. Tel a dtd le cao des easais I Mach 17, dane

la soufflerie ARC 1B de 1'ONERA :pour une durde de 100 zeillisecondes, la pression. cindtique varisit

de 1000 A 500 bars at la tempdrature conduisait A une diminution de vitesse de 2900 1 1600 M/s.

La rdsolution de I'dquation A coefficients ddpendant du tompa

3L 4
ddpend de la forms des fonctions .7(t) et QC).Partent de conditions initiales -X la i

mdthode consists I calculer une solution I partir de la prdcddeite

Salon le cas, Ia convergence sera plus ou moijns rapid. at lea formulas approchdes de la

frdquenca do l'ewortisaanent d~pendent essentiellenant des tarmes inclus dane lea fonctiona -T((-),

Des non lindaritis ont EtE observdE., su cours d'oscillations libras A un degrd do Mabrti

do corps do rantrie, en prdsence do d~callements. A partir des Evolutions do frdquance at d'Amsortia-
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salient en fonction de l'eaplitude, mesurdes au cours des transitoires, il a 6td possible de d~terini-

ner une' dquation dui mouvanent non lindaire rendant bien compte des phdaaaknes rencontr~s. Lea m~tho-

des utilisges pour accdder au type et aux valeurs des non lindarit~a rdsultent d'une dtude gdndrale

des ph6nomnes non lindaires et d'une classification en non lindaritds de courbure et de disconti-

nuit~s.

Le prob1lzne peut Itre dtendu A des systbines A 2 degrds de libertd en vue d'dituder lea

couplages entre modes longitudinaux et latdraux de maquettes d'avion A grande incidence. Dana ce

cas des oscillations libres A grandes amplitudes, sur lea 2 degrds de libertd dtudids, constitueront

un moyen. efficace pour 116tude de comportement singulier des maquettes.
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SOME FACTORS AFFECTING THE DYNAMIC STABILITY

DERIVATIVES OF A FIGHTER-TYPE MODEL

by

W. STAUDACHER P. POISSON-QUINTON

B. LASCHKA M. CANU

B. Schulze

MBB, W.-Germany ONERA, France

SUMMARY

In the course of a Franco-German cooperation between ONERA and MBB dynamic stabili-
ty coefficients of a fighter-type pilot model are derived experimentally. In a first
step forced oscillation tests were carried out with a MBB-Pilot model in the ONERA
tunnel S2, Modane.

The angle of attack regime investigated was ( = 0 + 250.
This first test phase was concentrated on the investigation of the effects of a
strake on the total derivatives of the configuration.

Emphasis of a further second test period will be put on configurational items as
strakes, flap systems, tails etc. and experimental characteristics as Reynolds num-
ber, frequency and amplitudes.

This investigation will be carried out in the new FAUGA F1 tunnel, ONERA Toulouse,
a.o.a.-regime is a - 0 + 500.



I. INTRODUCTION

The investigation reported herein is part of the activities of a Working Group
"WINGS WITH CONTROLLED SEPARATION-, which is supported by the German M.o.D. Members
of this working group are DPVLR, MB8 and VFW-F.

The general approach taken to develop separation controlled wings is depicted in
FIGURE 1. All the parameters and modifications, listed in figure 1, were investiga-
ted.

A status report concerning these activities was given at AGARD F.D.P. Round Table
Discussion on Sept. 30th, 1976 in Moffet Field, California [3].

Generation of a Wing planform

concer.trated . Body width/ J Transversal blowing
stable wing span (arbitrary planforms)

vortex systems 0 Profile

* Sweep * Blowing intensity c

tabilisatinn Strakes Blowing direction
t Short coupled,

control of sepa- slender canards

rated vortices Nose camber (Strake) * Blowing locus

* Sharpness of nose - win , strake, canard

.* Concentrated blowing - flaps
parallel vortex-axis - rudders

Object Separation controlled wings .

Working Group "WINGS WITH CONTROLLED SEPARATION": GENERAL APPROACH
(Members: DFVLR, VFW-FOKKER, MBB * Cooperation with ONERA)

FIG.1

JulS PAE US rSjA

ya cok UFA
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The present investigation Is embedded in an experimental program for improvement of
subsonic/transonic performances of fighter-type airc raft. The scope of this program,
conducted by !4BB since 1971 and reported in [139 [2], [3], [4], is shown in
F'IGURE 2.

The derivation of the dynamic stability coefficients is done in close cooperation
with ONERA in their test facilities, see Ref. [5), [6], [7].

Preliminary tests were performed In the transonic/supersonic tunnel S2, ?4odane,
which will be completed by further investigations in the new FAUGA F'1 tunnel of
ONERA, Toulouse.
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2 X-. IS l 3065
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FIGURE 3 Is a photo of the MBB transonic pilot model mounted on the oscillating sup-
port of tunnel S2, Modane.

The model is fabricated of steel and plastics, the strakes are detachable from the
basic trapezoidal wing; as can be seen the model incorporates a high wing and a low
horizontal tail. The wing could further be modified by a L.E. slat-system and T.E.
single slotted flap system. The strakes can be replaced by short coupled canards
(see figure 2, left).

MBB PILOT-MODEL
IN WIND TUNNEL S2 MODANE(ONERA)

FIG. 3



2. STATIC TEST RESULTS

Some static test results are presented to show the effect of strakes on lift and drag
data and maneuver boundaries. In the same time the demonstrated effects of the strake
in improving the static performances of the configuration may serve as an aid in ex-
plaining some dynamic effects due to the additional strakes.

FIGURE 4 demonstrates the lift-conserving effect of the strake-vortex system. Maximum
trimmed lift is increased by more than 60% with an equivalent increase in angle of
attack for maximum lift. Simultaneously the induced drag at higher incidences is re-
duced.

The improvement of maneuver boundaries "BUFFET ONSET" and CLmax and the reduced buf-
fet intensity of the strake wing relative to the basic wing is shown in FIGURE 5.

1.6 1.6

CLTR CLTR

1.2 1 2 /00

0.8 0.8

0.4 T0.4 FIG. 4
I2 p. '2 F I

o., _.:o.-• ,Fo. /

10 20 C3o 0.2 0 .4 CD 0 .6

EFFECT OF STRAKES ON TRIMMED LIFT
AND DRAG CHARACTERISTICS
( M - 0.8, 5 %/ STABILITY MARGIN)

0.8 _

,ACL ACLBUFFET ONSET M-O.B0.61 / 1
0. WIG-CLMAX

0.4 U

z

0.2 w
~ LL

0.4 0.8 M 1.2 4 8 1'2 0C 1'6

IMPROVEMENT OF MANOEUVRE BOUNDARIES
DUE TO STRAKE
( WING-BODY, CLEAN
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FIGURE 6 summarizes the most important advantages of the strake wing as found from
the static tests (see Ref. [i.], [2], [3], [4 ] ).

SUBSON IC:
* Increased maximum lift

* Lower level of induced drag for higher a.o.a. regime

* Higher useable lift limits better buffet penetration

TRANSONIC:
* Higher drag divergence M-Number

* Better buffet characteristics (cL and intensity)

SUPERSONIC:
* Reduction of wavedrag

SLower trimmed induced drag

SUMMARY OF STATIC RESULTS:
ADVANTAGES DUE TO STRAKE

FIG. 6

A
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3. FORCED OSCILLATION TESTS

3.1 Model and Apparatus

As mentioned before the model investigated is a MBB high speed pilot model frequently
used in the preceding static tests (see figure 2, left column).

The basic wing under consideration is the trapezoidal planform1(see FIGURE 7),
which was modified here by the strake-planform. The body of the model was connected
to the rear support-system by means of an internal 3-component strain gauge balance.

Model weight was 120 N, which is relacively heavy for dynamic tests. Therefore the
model was made clean later of about 50% of its original weight.

AR - 3.2To0 - 320

t_ . 6%1,-- 5"1 %
c root -tip. /I ]

STDIDMOECNFGRAINSI , MDNtrFke exp .11Sref"

STUDIED MODEL CONFIGURATIONS IN S2, MODANE

FIG. 7
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The tests were run with a dynamic balance of ONERA in their tunnel S2, Modane.

The apparatus to generate the harmonic oscillations is located in the corresponding
rear strut system. Two struts were available; one for pitch and yaw, the other for
rolling motions.

As noted in FIGURE 8 the configurational modifications were restricted to strake on/
off in this test phase. Parameters varied in S2, Modane were Mach numbers (M - 0.3/
n.8), Reynolds number, and frequencies.

CONFIGURATIONS: STRAKE ON/OFF

M [-] 0.3 0.8

a [o] 25 915

Re-10 6  [- 1.8 1.5

p-] 0.047-0.07 0.0175 -0.028
2V

q [-] 0.03 -0.047 0.012 - 0.0175
V
r. b

[-] 0.05 -0.068 0.02 -0.027

RANGE OF STUDIED PARAMETERS
IN S2, MODANE

FIG. 8

3.2 Test Results

3.2.1 Rolling motion

The dynamic derivatives due to rolling motion are demonstrated for both the configu-
rations strake off/on in FIGURE 9. The combined derivatives diverge for the basic
configuration in the regime of the maximum angle of attack and are then strongly de-
pending on frequency. Force and yawing moment derivatives are of opposite sign, the
force derivative giving positive sign for positive roll. Roll damping is gradually
lost at the basic configuration and results in an excited motion for higher angles
of attack.

The strake wing exhibits increasing roll damping in the a.o.a. regime regarded, the
effect of frequency is diminished and the value of the cross coupled derivatives is
negligible.
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In FIGURE 10 the damping increment of the strake wing relative to the basic wing is
shown.

The possible explanation for the excited motion of the basic wing is given in the in-
sert chart on figure 10. The reason m~ay found in earlier wing stall effects (condition
on the "back" of the lift polar with negative lift gradients).

8Cyp +Cy sinl~ a __ _____ _____ ____

5 10 15 20 a0 255 10 5

M-O0.3 Re -1.8.10 6

2Vb Stroke off Stroke on

5 10 20 OLo 2 5 0.047 - -0-- -0--
0.057 ---- 0-
0.07 -- - . --

-

DYNAMIC DERIVATIVES
DUE TO ROLLING MOTION

Cnp~cnp sinfl (S2j MODANE, TAIL ON)

FIG. 9

N b t e:

51 10 15 -20 aO 2,5 * frequency.effect is found on
b ba s ic wing (see Fig. 91

2 damping 0 excited motion of basic con-
(A -1 1figuration is caused by

wing-stall effects

P-b CL Stroke re

2V -7p w ithou ACL<O
___0 0.057 StrokJ'

6~ 0.070 Aa*01 1,057-:1a- 
p

I for example:I
-4- starboard wing:Q

P -4XO-ACL-0-Clp0'

DAMPING INCREMENT DUE TO STRAKE

IN ROLLING MOTION

FIG. 10
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3.2.2 Pitching motion

Similar to the forementioned effects in roll motion deviations from regular behaviour
are found for the basic configuration in pitching motion when approaching stall
(FIGURE 11).

Normal force and pitching moment derivatives of the configuration "STRAKE OFF" exhi-
bit serious peaks then, whilst the strake configuration gives nearly constant and al-
ways damping coefficients in the a.o.a. regime investigated (static cmax of this con-
figuration not reached, see figure 4).

FIGURE 12 demonstrates again the damping contribution of the strake, as derived by
substraction of the strake data minus the basic data.

It should be noted here that the excited oscillations for approx. 150 > ( 250 of the
basic version are caused by hysteresis effects in the stalling regime of the wing
("lag of flow, flow out of phase") and should be due to irregular development of the
Cz&.-derivative of the wing (analogous effects are found for the stall flutter pheno-
menon in aero-elastic motions). This reasoning is further confirmed by the assumption
that the tail-contribution is always damping here.

CNq +CN& A Cmq + m&d

50 _ 10
0-__ S o

0.03 -- -- -----

0038- --- -- U-20

0.047 -- 6----

DYNAMIC DERIVATIVES
5 10 15 20 ma 25 DUE TO PITCHING MOTION

(S2, MODANE, TAILON)
-10 FIG . 11

'I damping N 0 t e:

-V basic configuration (without strake):

* excited oscillation due to
- hysteresis effects in the

- stalling regime
" -(flow out of phase)

U - analogous to stall flut-

+ ter effects at the wing
0 0Cz wing

E -24 tailplane contribution is

probably always damping

DAMPING INCREMENT DUE TO STRAKE
IN PITCHING MOTION

FIG. 12



3.2.3 Yawing motion

In extensive static tests it was found that the strake vortex system could have very
beneficial effects on the development of the flow field at higher angles of attack
for the vertical tail, when properly placed.

This favourable contributions were caused by prevention from adverse sidewash and by
increased dynamic pressure ratios, thus giving improvements of stability and rudder
effectiveness as well.

These positive effects are found again in the dynamic derivatives due to yawing mo-
tion (FIGURE 13).
The strake configuration exhibits linear development of the derivatives. The influ-
ence of frequency is negligible, whilst the basic configuration without strake is
very sensitive to frequency and develops diverging characteristics for increasing
angles of attack.

The overall contribution of the strakes is shown in FIGURE 14.

Notify, that the apparent sensibility against frequency of the damping increment of
the strake configuration is caused by the data of the basic configuration, which are
subtracted from the strake-data (see figure 13).
Apparantly the addition of the strake prevents the configuration from yaw divergence
and eliminates the danger of autorotation, effected by adverse sidewash on the verti-
cal tail (opposite sign of force and yawing moment increment, figure 13).

Cyr -C Cosa C rCn Cos a
5 1 1'5 0- O ,2//I-- '\ __o ,_ _ <

15 20 .s 20 5 ,

2 M -0.3 Re -1.8 .106

r b
2, Strake off Strake on

0.05 -------
5 10 5 20 (10O2 5 0.062 ---- --I ___ ___ J0.068 -- ----

-2 - DYNAMIC DERIVATIVES
~41__ __DUE TO YAWING MOTION

S(S2 MODANEJ TAIL ON)

FIG. 13
46 5 15 20 Q02 5

2 damping
-2 _____ r. bNte

.6 basic configuration prone to:
S0 0  yaw divergence

-4- S danger of autorotation by
adverse sidewash at the fin

ACy 0 when ACN >0

L) -6-- (see Fig. 13

DAMPING INCREMENT DUE TO STRAKE
IN YAWING MOTION

FIG. 14
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4. SUMMARY AND OUTLOOK

FIGURE 15 summarizes the advantages due to the strake, as found by the preliminary
tests in S2, Modane.

ADVANTAGES DUE TO S T RAKE

" excited oscillations are avoided, the addition
of strakes always results in additional damping
for all axes

" the relation of dynamic stability derivatives
and angle of attack is linearized

" hysteresis and frequency effects are almost
avoided by the strake vortex-system

SUMMARY OF PRELIMINARY DYNAMIC RESULTS
(S2,MODANE, a-o+250)

FIG. 15

As mentioned before, additional tests are being prepared for the new tunnel FAUGA FI,
ONERA Toulouse.

The scope of this program is given in FIGURE 16.

The extension of investigation listed will then give more insight in the behaviour of
the configuration.

SCOPE OF ADDITIONAL DYNAMIC INVESTIGATIONS

(FAUGA Fl-Tunnel, ONERA, Toulouse)

* Extended a.o.a.-range OL= 0 + 50

" Sideslip angles R 1
" Test parameters varied: a" (E.0.1-TS)

- frequencies

- amplitudes 6 FI,FAUGA
- Reynolds numbers

4 S2,
" Configurational modifications: MODANE

- Maneuver flap system 2

- Tails off/on

- Strake off/on d ' ' d ' 0.1'80i ' '2 M

" Model weight 50% reduced

FURTHER ACTIVITIES IN 1978 ONERA/MBB

FIG. 16
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AN EXPERIMENTAL STUDY OF THE HYPERSONIC DYNAMIC STABILITY
OF PITCHING BLUNT CONICAL AND HYPERBALLISTIC SHAPES

IN A SHORT RUNNING TIME FACILITY

BY

R. A. East

A. M. S. Qasrawi

M. Khalid *

Department of Aeronautics a Astronautics
University of Southampton

Southampton
Hampshire, S09 SNH.

U.K.

SUMMARY

New experimental data are presented for the static and dynamic stability of pitching blunt cones and
hyperballistic shapes at a Mach number of 6.85. The data have been obtained using a free decaying
oscillation technique using a light free piston compression facility having particularly steady flow
characteristics during a running time up to 0.5 second. Details of the mode of operation of the facility
and the dynamic stability apparatus are described.

The effects of variations of Reynolds number and angles of attack up to 7.50 on the stability
derivatives - Cm and - (Cmq + Cm.) are presented. Comparisons of the blunt cone data with previous
experimental wor and existing theoretical methods are given. Comparison is also made with the predict-
ions of a new theoretical method. The reported experimental values of - Cma and -(Cmq + CmK ) for the
hyperballistic shapes highlight the gross errors which can be obtained from Newtonian based prediction
methods.

LIST OF SYMBOLS

c equivalent pointed cone length (see Fig.l)

CDW drag coefficient of the hemispherical nose

Cf(x) coefficient of friction at position x

C pitching moment coefficient ( M/h P. V 
2 

Sc for cones)
m

(= M/
1 

P V Sd for HB models)

C pitching moment coefficient due to angle of attack (- 3C m/B)

C pitching moment coefficient due to rate of change of angle of attack

(= 8Cm /(ac/2V,) for cones, - ac m/3(4d/2V) for HB models)

Cm  pitching moment coefficient due to pitch velocity (- 3Cm/3(qc/2V ) for cones,

q
- 3Cm/a (qd/2V.) for KB models).

C pressure coefficientp

i centre body diameter 35I, E2 and NBS shapes

db model base diameter

h(x,t) instantaneous height above 'space fixed' hcrizontal datum of a point on body axis of
symetry

L hyperballistic body (NO) lenqth

N Mach number, also pitching mment (posit nose up)

Ma critical Mach number related to zero aa.. of attack
I

M* critical Mach number related to small angle of attack
2

* Present address: British Aerospace Dynamics Group,

Hatfield - Lostock Division,
Hatfield, Herts.
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p pressure

Po compression tube initial pressure

p tunnel 'matching' pressure

Ap pressure disturbance caused by piston oscillation

q pitching velocity

R gas constant

R(x) radius of body at position x

R radius of the blunt nosen

Rb radius of the base

Re Reynolds number

s entropy
S model reference area (= 2 /4 for cones; = d 2  for HS models)

t time

t* blast wave parameter ( 2C &  x tan2 8o/Rn )
DN

t* Ericsson's scaling parameter

T test gas initial temperature0

Ttunnel stagnation temperature

V velocity

x axial cylindrical polar co-ordinate

z co-ordinate measured in vertical direction

a angle of attack

Y ratio of specific heats

AC Cx) change in angle of inclination of tangent to projected streamline of a particular fluid
p) element between the vertex and a general point on body surface measured in the osculating

plane of the streamline

G inclination of body axis of symmetry to a horizontal datum

8o  cone semi-angle

P density

Trun tunnel running time

U) model oscillating angular frequency

Subscripts

b conditions at base

-free stream conditions

x local conditions

ref conditions at the reference point

inv inviscid

vis viscous

kJ
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1. INTRODUCTION

A knowledge of hypersonic dynamic stability characteristics is of importance in the context of
hyperballistic re-entry vehicles, wing/body combinations of the space shuttle type and inteqrated
vehicles suitable for the hypersonic transport. In comparison with the considerable volume of data
regarding the steady flow aerodynamics of such vehicles, relatively less experimental work has been
conducted concerning the non-steady flow characteristics. However, there are portions of the flight
trajectory of each of these types of vehicle where the dynamic pressures at hypersonic Mach numbers are
sufficiently high that an accurate determination of the non-steady forces associated with oscillatory
motions is essential.

Traditionally, experimental investigations of hypersonic dynamic stability have been r,de in
continuous flow wind tunnel facilities. In contrast, intermittent facilities of the shock t%Lnel, arc-
heated tunnel and gun tunnel type have proved of value in providing steady aerodynamic characteristics
over a wide range of Mach number, Reynolds number and flow stagnation enthalpy whereas only a small
number of investigations, see for example refs (1) (2), have been reported concerning non-steady flow
measurements. While the short running time facility is attractive as an economic means of achieving flow
conditions to simulate Mach number and Reynolds number correctly, the gas heating and compression
processes in shock and gun tunnels are usually non-steady in character and result in temporal variations
in the test section flow. These variations have in the past prevented the accurate determination of
stability derivatives in such facilities (3).

It is one purpose of the present paper to describe a new type of intermittent hypersonic flow
facility with a test Section Mach number of 6.85 which is based on the light piston compression
principle proposed by Jones et al (4) and which is equally suitable for steady flow and dynamic stability
investigations. The relatively slow compression process and the novel 'matching' condition achieved when
the heated gas is allowed to exhaust tirough the test section, provide a test section flow with
fluctuations in stagnation pressure of about ± I - 2 % over a period up to 0.5 seconds. Some developments
of the original concept involving the use of a baffle plate/damping reservoir and compression tube pre-
heating to improve the flow quality and flow duration respectively, are described.

As a test of the validity of dynamic stability data obtained from this new type of facility,
comparisons are required with data obtained by more conventional means. Measurements havs therefore been
made of the pitching stability derivatives-C and-(Cm + C md) for pointed and blunted 10 semi angle

cones shown in Figure 1, for which most theoretical and experimental work exists at hypersonic Mach
numbers. For this purpose a relatively conventio al free decaying oscillation technique using a sting
supported flexure pivot has been used. Data is required over a range of axis positions and angles of
attack and the test mechanism has been designed to permit variation of these parameters. The accuracy
and speed of data analysis has been improved by using an electronic damping analyser based on an
integration method by which the areas under successive blocks of the oscillatory motion containing equal
numbers of half-cycles are compared.

Further investigations of the hypersonic dynamic stability characteristics of hyperballistic shapes
have been centred around the AGARD standard models HBI and HB2 and a double flared, spherically blunted
shape designated HBS shown in Figure 1. Although HB1 and HB2 are standard shapes, very little non-
steady data exist for these models at "ipersonic Mach numbers and the present work attempts to provide
data in a previously unexplored Mach number and Reynolds number regime.

Previous work on conical bodies (5) has shown significant effects of angle of attack on the
measured pitching derivatives. It has been suggested (6) that some of the observed trends associated
with angle of attack may be attributed to boundary layer transitional effects and an aspect of the
present work has been concerned with an examination of similar effects on the blunt hyperballistic
shapes at angles of attack up to 7.5O.

Few theoretical methods exist for comparison with experiments on the HBI, HB2 and HBS and only
Newtonian theory has been used in the present context. Gross discrepancies are evident from this
comparison and highlight the inadequacy of Newtonian theory for the prediction of the forces on oscill-
ating blunt forebody/afterbody shapes.

For blunted conical bodies, theoretical methods are more fully developed and the experimental
results have been compared with Ericsson's generalised embedded Newtonian theory (7), Rie St al's
numerical flow field calculation (8) and a new hybrid blast wave analogy/shock expansion method proposed
by Khalid (9). The latter theory is outlined briefly in Section 3.

2. APPARATUS AND TEST TECHNIQUE

2.1. Wind Tunnel

The wind tunnel used for the present tests is the Southampton University intermittent hypersonic
tunnel which uses a light piston isentropic compression mode of operation. The principle of operation of
such a tunnel was described in detail in reference (4) and is outlined briefly here with reference to the
schematic diagram in Fig.2(a). The test gas is contained in the compression tube at an initial temper-
ature and pressure and is compressed isentropically by a light piston which is propelled relatively
slowly by the driver gas which enters the upstream end of the tube from the high pressure reservoir.
When the test gas attains the required stagnation pressure and temperature it is allowed to flow through
the expansion nozzle into the test section either by a quick acting valve or a bursting diaphragm. The
flow conditions in the test section are maintained constant during the running time by the "matching"
process whereby the volumetric flow rate of the driver gas into the compression tube is equal to the flow
rate of the test gas into the test section.
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If the piston mass is very small and the ratio of the area of the starting valve or diaphragm to the

tube area is small, then ideally the stagnation pressure remains constant during the running time. The
instantaneous change of velocity of the gas in the compression tube when the matching condition is
reached requires that a piston of finite mass will oscillate with an amplitude and period determined by
its mass and the effective stiffness of the 'gas spring' acting on both sides of the piston. For a
relatively short large diameter tube, theoretical estimates (4) of the pressure fluctuation caused by the
piston oscillation based on this model give adequate agreement with observation. For the long, small
diameter tube of the present work, the simple model is inadequate and the observed pressure fluctuations
are larger than predicted. The problem is minimised by maintaining as low a value of the piston mass as
possible, which for the present tube is 290 gm and results in pressure fluctuations, from this source,of
± 1-2%. A further reduction in this effect can be obtained by the use of a compensator (proposed by
Schultz et al) (10) which programes the volume flow rate of the driver gas to give a piston velocity
equal to the matching velocity at the instant just prior to nozzle opening.

Departures from uniform stagnation temperature during the running time are a consequence of heat
transfer from the compressed gas to the compression tube wall both during the compression process and
during the 'matched' period. The phenomenon results from the relatively cold boundary layer scraped from
the wall by the advancing piston and forming a vortex ahead of the piston. Flow visualisation in a
transparent water filled model tube has shown that for a long/small diameter tube the vortex is unstable
and forms a central turbulent core of colder gas which encroaches into the uniform high temperature
compressed gas. The vortex formed during compression causes a steadily falling stagnation temperature
with time whereas the relatively more energetic vortex formed when the piston accelerates to the matching
condition causes a sharp fall in stagnation temperature during the last 15-20% of the run. These phenomena
become less severe as the surface area/volume ratio decreases with increase of scale and the compression
vortex effect may be eliminated by preheating the tube with a suitable temperature gradient to compensate
for the loss of enthalpy. For the present tests, a linear temperature gradient from 175 C at the nozzle
to 195 C at the baffle plate results in a flow stagnation temperature of 600 K uniform to ± 2% during a
period of 460 ma. The 15-20% loss of 'hot' running time caused by the second vortex is inherent in this
type of compression process and is accepted as unavoidable.

The non-steady expansion wave caused by the nozzle opening is a further source of pressure
fluctuation and can be minimised by maximising the tube to nozzle valve (or diaphragm) area ratio. For

the present tube, a small tube diameter was chosen so that alternative operation as a Ludwieg tube is
possible and to produce an economic vessel to contain sufficient gas at high pressure to give the running
time required at as high as possible Reynolds numbers. This configuration produces higher levels of
pressure fluctuation from this source but these have been greatly reduced by the installation of a baffle
plate/reservoir system to attenuate the expansion wave reflected from the upstream end of the compression
tube. Experiments (11) on a 3.2 cm diameter pilot tube showed that a ratio of open baffle area to tube
area of 0.16 was optimum and that although ideally, a very large damping reservoir was required, in
practice, a reservoir volume of about 1/3 of the compression tube volume resulted in an acceptable level
of pressure fluctuations caused by the non-steady expansion wave of ± 4%.

Typical records of flow stagnation temperature and pressure, demonstrating the linear pressure rise
during compression followed by the steady flow period, are shown in Figure 2 (b). Figure 2 c) shows the
fluctuation in the stagnation pressure caused by piston oscillations, for diff"arent values of stagnation
pressure and pressure ratios, as predicted by theory (4) and measured experimentally. For M - 6.85
operation of the 21 cm diameter test section, steady flow running times in the range of 120 ms to 540 ma
are achieved corresponding to an initially unheated (15 0 C) and preheated (185 0 C) compression tube. Figure
2(d) shows the theoretical predictions (4) and the experimental values of the flow running time as a
function of the initial temperature of the test gas for a flow stagnation temperature of about 600K. At
this temperature the free stream Reynolds number is about 0.45 x 10 6 /m/bar. The tunnel stagnation
pressure could be varied from 10 to 60 bars. More information about the wind tunnel is given in
reference (12)

2.2. Test Mechanism

The free-oscillation test mechanism used for measurements of dynamic stability in pitch utilises
crossed-flexures for model pivot and a long slender sting for model support. Photographs illustrating
the sting support system and its geometric relationship to the open jet/diffuser system are shown in
Figure 3. The slender sting is stiffened by a pair of crossed steel wires which were fastened to the
floor and ceiling of the working section. Displacement and release of the model is made by a spring
assisted pneumatic actuator. Measurements of the model motion are made by a bridge of four active
resistance type strain gauges bonded to the flexures of the pivot.

Model natural frequencies varied from about 30 Hz to 47 Hz depending on the model and the position of
its axis of oscillation.

2.3. Instrumentation and data reduction

The output of the strain-gauge bridge is amplified and recorded on a 6.35 mm (4g" wide) magnetic tape
using frequency modulation and on a transient signal processor. The signal processor uses a digital
memory to retain the input signal and the information in the memory can be played back direct for digital
processing or in analogue form by digital to analogue conversion. A high resolution is made possible by
the use of a 10-bit word system. The processor used has a 0.1% amplitude resolution and a 0.05% time
resolution.

Measurements of aerodynamic pitching moment derivatives are made using conventional analysis of wind
on and wind off free decaying oscillation records such as those shown in Figure 4. The analyser is used
to determine the true mean level of the signal, to rectify the signal and to integrate the rectified
signal with respect to time for two successive selected batches of half cycles of model oscillation
(n-half-cycles in each batch). The time integrations (performed by voltage to frequency conversion) A
and 9 of each of the two blocks of n half-cycles and the total time of the n-cycles are displayed on a

7i.-.
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digital panel. It can be shown that the logarithmic decrement, per half-cycle of the model motion can be
expressed as

A InA
n B

Figure 5 shows a block diagram of the data logging system and the model motion analyser. The integration
method has the advantage of giving consideration to the complete time history of model motion and
averaging out any random noise in the input signal.

2.4. Models

Details of the models tested are shown in Figure 1. The models were machined in two separate
aluminium-alloy shells which were screwed to the model attachment ring. The shell thickness was about
I mm. Tests were conducted with smooth surfaces and with roughness strips glued to the model forebody
as shown in Figure 1.

2.5. Test Procedure and Accuracy of Data

2.5.1. Test conditions

The nominal Mach number and flow stagnation temperature in the test section were 6.85 and 600
0
K

respectively. The flow running time was 0.3 sec. for some of the tests (corresponding to an initial
teperature of the test gas of 110C) and 0.53 sec. for the rest of the tests (initial temperature of
185 C). The stagnation pressures and the corresponding Reynolds numbers at which the data were obtained
are presented in Table 1. The length of the open-jet for the tests was about 1.25 times the nozzle exit
diameter.

TABLE 1 NOMINAL TUNNEL CONDITIONS

Stagnation pressure (bar) 14.2 17.3 I23.8 29.8 35.5 146.7 60.0 1 62.*0
(Reynolds number/m) x 10-6 6.43 7.81 10.77 13.48 16.03 21.1 27.12 I28.03
Dynamic pressure q,(bar) 0.129 0.1581 0.217 0 0.271 1 0.323 0.425 0.546 0.564

2.5.2. Test procedure

The models were initially displaced from the rest incidence by about 1 to 2 degrees and released at
about 30 to 50 ms after the flow commencement. Attempts to release the models prior to flow establishment
resulted in large perturbations to the oscillation envelope caused by asymmetric loads during starting.
For large blunt models, at high incidence, close to the fixed model tunnel blockage boundary, the
additional incidence from oscillatory motions produced a very long nozzle starting period which delayed
the tunnel start and gave rise to large unsteady forces as indicated on a typical oscillation envelope
shown in Figure 4. Restraining the model during the first 50 ms of the run resulted in the elimination
of these effects on the model motion.

The corresponding wind-off oscillation was carried out in the evacuated test section just prior to a
tunnel run.

These procedures were satisfactory at zero incidence for a wide range of positions of the axis of
oscillation both ahead and behind the centre of pressure. At high angles of attack the model restraint
and release mechanism permitted axis positions close to and rearward of the centre of pressure only. For
axis positions ahead of the centre of pressure the resulting aerodynamic moments caused excessive angular
displacements of the flexure supported model. The excess incidence was sufficient to cause flow blockage
and hence excessively high sting loads. The stagnation pressure was varied by using Melinex and

aluminium diaphragms of different thicknesses at the nozzle inlet.

2.5.3. Accuracy of Data

Uncertainties in the basic tunnel parameters (P, T and M) were estimated from calibrations of
instrumentation and from repeatability and uniformity of the test section flow during tunnel calibrations.
The estimated uncertainties in the free stream properties (Re/m, M., q. and V ) are summarised in Table 2.
The uncertainties in the free stream parameters were combined with the uncertainties in the balance and in
the data acquisition and reduction system to estimate the accuracy of the pitching derivatives. The
uncertainties in the derivatives are shown on the graphs in Figures 6 to 14 as bars of possible errors.

The precision of the measurement of the model pitch is estimated to be ± 0.15 deg.
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TABLE 2 TUNNEL PARANVE UNCERTAINTY

(Re/mx LOab &(M.) A(P.e/m)x 0-
0b A(q), bar A(V), m/a

6.43 ±0.15 ±0. 19 -0.0032 ±11
7.81 ±0.15 ±0.23 ±0.0040 ±11

10.77 ±0.15 ±0.32 -0.0054 ±11
13.48 ±0.15 ±+0.40 ±0.0068 ±11
16.03 ±0.15 ±0.48 ±0.0081 ±11
21.1 ±0.15 ±O.57 ±0.0106 ±11
27.12 ±0. 15 ±O.81 ±O.0137 ±11
28.03 ±0.15 ±0.84 ±00.141 -+i

3. THEORETICAL METHODS FOR OSCILLATING POINTED AND BLURED BODIES

Theoretical methods which have been used to predict the static and dynamic stability of blunted
bodies have included simple Newtonian theory, embedded Newtonian theory due to Seiff (13) and applied to
oscillating blunted cones by Ericsson (7) and Rie et al's (8) numerical flow field method. SimpleNewtonian theory cannot be expected to give reliable predictions for the downstream portions of blunt

cones since the assumption of a very thin shock layer is not satisfied especially for long blunted flared
or non-flared bodies. This criticism can be alleviated to some extent by using the embedded Newtonian
concept which takes account of the fact that the body effectively oscillates within the low dynamic he ad
entropy layer caused by the nose blunting. However, the simple Newtonian method, suitably modified to
take account of the lower dynamic pressure, is still used to calculate the local surface pressures due to
the relative motion of the surface and the stream. Rie et al's numerical method is the most exact of the
available methods but it is less flexible to use and does not result in analytic expressions. Further-
more, this method cannot handle corners or secondary shocks produced by afterbody flares as on the KB2 and
HBS shapes. In an attempt to produce a theoretical model which is more soundly based physically than
Newtonian theory, yet which still gives analytic results, 1(halid (9) has proposed a new method which has
been applied to blunted conical bodies and is based on a hybrid blast wave analogy/shock expansiondescription of the flow. An outline description of the method is as follows.

The steady pressure distribution over a blunt cone is derived from the blast wave analogy. An
empirical equation is developed which provides a 'best fit' to the experimental results and numerical
solution given by Chernyi (14). This equation has the form

1 +l coo 1 t + V -1)e (1)
&P + (3Y-l) t5  1 c 1 1l

C p -p_
AP . where C 2

2 280 p lip.V.

a 1  2.8

8 = 1.2

V = 2.1

A, . (a 1 )4

Modified shock expansion theory due to Eggers and Savin (15) is used to perturb the steady solution down-
stream of a reference point which is suitably defined as described below, depending on the appropriate
entropy layer model used. The use of this theory follows the assumption that M- 0 > 1 and that the flow
downstream of the reference point remains conical.. It is further required that the plane lamellae of
fluid remain plane as they traverse the body surface. The unsteady inviscid pressure distribution is thus
given by

p (xt)inv P(x)inv + Pinv (2)

The perturbation term Pinv may be determined from the Prandtl-Keyer flow relationship along a streamline.
Thus we have

-. - AE(x) (3)

where Ac (x) (defined in the list of symbols) is given by

AC W an- (x,t) sin t + i (x) (4)

and

h(x,t) - h (a, E, z, al (5)

Two perturbation models were considered:

1. the zero entropy layer model
2. the finite entropy layer model
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The finite entropy layer model allows for the presence of a finite entropy layer of lower dynamic
pressure in which the blunt cone oscillates. The simplified model assumes the bow shock to be effect-
ively normal to the streamlines which lie close to the apex. These limiting streamlines which run
adjacent to the body surface are subsequently perturbed through the shock expansion theory. The
reference point in this case is defined to be the position where the pressure on the blunt cone first
reaches the sharp cone value. Other flow conditions at this point are calculated using the normal shock
and isentropic flow relationships. Thus beyond the reference point

P(Xt) inv . P(xt) p(x) Pref Pref (6)

P P(x) Pref Pref P.

where * refers to steady pressure conditions and 'ref' gives the reference point condition.

For small bluntnesses it is assumed that the pressure p(x) on a blunt cone at small angle of attack
Q may be given in terms of the pressure on the unyawed body p(x)* by

p(x) - p,x)* (I - ra sin *) (7)

Thus at the reference point
I d~ref

n - - at the windward generator where sin * = -i (8)P*ref da

For the zero entropy layer model, according to Sims (16),

2Y M* M* _

(Y+1)-(Y-l)m4 R

For the finite entropy layer model, from equation 8,
2 . C'M= Po ...

Y1= - -

2 P*ref a

For small 0, a tangent cone model gives

C
p- f(t*), is Ericsson's scaling parameter (17)

2tan 2 (0 +0L)

t -- t. (1 + 8m/3rO)0

The contribution to the dynamic stability from the front portion of the body, up to the reference point,
can be evaluated using the modified Newtonian theory.

The present theory has been adapted to deal with the viscous effects in a manner similar to Orlik-
Ruckemann's work (18) on pointed cones and sharp wedges. The viscous contribution to the unsteady
pressure distribution may be written as

ap nv • inv . . .

(0, 6Z,vie vie "a + 0vis
0 8

(Pvie) is the pressure component due to the presence of the steady boundary layer. The remaining
va0

terms are perturbations caused by changes in boundary due to induced incidence or the motion of the body.
Considering a plane perpendicular to the direction of motion,

6 - -". sin* - 7 sin$
vie ax ax

vis  " a-t vie

where 6 is the boundary layer displacement thickness. Following Moore and Ostrach (19), Orlik-
Ruckemann (18) derives an esression for 6, in terms of the steady boundary layer displacement thickness
at zero angle of incidence 6.. His expression is

6. - 6. (1-0 A sin* - Asin)a ~ V.

where A and A' are related to the geometry and the circumferential mass flow defects of the body. The
requireA sted0 boundary layer displacement thickness has been obtained approximately using Krasnov's
(20) empirical relationship for laminar boundary layers on blunted cones given by

- 2.7 x Cf()

Use of the Reynolds analogy, together with an expression for the heat transfer on blunt cones, enables 6,
to be evaluated in terms of the local surface Reynolds number.
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Alternatively, the surface pressure gradient has been taken into account by using Curle's (21)
solution of the laminar boundary layer equations for constant surface temperature and arbitrary pressure
gradient.

For the Reynolds numbers of the reported experiments, the calculated magnitude of the viscous
effects on the stability derivatives is less than 5% of the inviscid values (see Figure 10) and either of
the boundary layer models give acceptable results.

The overall non-steady pressure distribution is obtained by adding the inviscid and viscous results

P (x,t) overall p (x,t) inv + p (x,t) vis

Suitable integration of the resulting pressure coefficients over the body surface, together with
appropriate differentions, result in the evaluation of the pitching stability derivatives -C and

-(C m  4 C ). Full details of these procedures and of the results of this method are given in reference

9. Typical results showing the predicted effect of bluntness are shown in Figure 7.

4. RESULTS AMD DISCUSSION

4.1. Pointed and blunted 100 semi angle cones

4.1.1. Effects of bluntness, axis of oscillation and Reynolds number at zero angle of attack

Data for the static and dynamic stability of pointed conical bodies performing pitching oscillations
already exist over a wide range of Mach numbers; see for example (5), (22). The effect of bluntness on
the stability derivatives had also been studied experimentally and its dynamically destabilising effect
for most axis of oscillation positions has been well demonstrated. The present experiments aim both to
confirm the validity of the data obtained from short running experiments in the facility described in
Section 2 and to obtain new data to explore the variation of the static and dynamic pitching stability
with variation of angle of attack.

Figure 6 shows the variation of -C with nose bluntness for 10 semi angle cones for the axis

position x 0/c - 0.58. The initial increase in aerodynamic stiffness, followed by a decrease for
Rn/Rb>0. 2 , is similar to the trend reported by previous workers, see for example Ericsson (17), although

the observed 30% increase is considerably less than the increases of stiffness of about 100% reported in
reference 17 for a different axis of oscillation of x o/c - 0.4.

Comparison of the effect of bluntness on the pitch damping derivative -(C + C ) with Ericsson'.
q

correlation of previous experimental results, is shown in Figure 7. The present results show excellent
agreement with previous results for a range of cone semi angles from 5.6 to 200 thereby demonstrating
the validity of the present technique in comparison with experiments performed in conventional continuous
wind tunnels.

Previous theoretical work concerned with the bluntness effect is also shown in Figure 7. Both Rie
et al's numerical method of characteristics calculation (8) and Ericsson'. calculation (7) based on
Sieff's embedded Newtonian concept (13) over-estimate the destabilising effect of bluntness for
Rn/Rb> 0.15. Simple Newtonian theory takes no account of the entropy layer which contains relatively low

Mach number, low density flow in which the afterbody of the bunted cone effectively oscillates. As a
result, the bluntness-induced destabilising effect predicted by Newtonian theory is very small. A new
theory proposed by Khalid (9), and described briefly in Section 3, attempts to account for the known
physical details of the steady flow past blunted cones by using a hybrid blast wave analogy/shock
expansion method. The theory takes account of the thick entropy layer and the good agreement with
experiment observed for Rn/Rb > 0.2 suggests that this flow model, which attributes the loss of dynamic

stability to the local reduction of dynamic heed in the entropy layer, is confirmed. For values of
Rn/Rb < 0.2, this theory over-predicts the destabilising effect, since it is in this region that the

entropy layer is relatively thin and the outer higher dynamic head region dominates the dynamic
stability.

The results of experiments performed to determine the variation of the damping derivative
-(Cm + C ) with axis positions in the range 0.58 < x 0/c 0.78 are shown in Figure 8. Good agreementq m

is demonstrated with the predictions of the finite entropy layer method for the blunt (Rn/Rb - 0.3) cone.
The shock expansion method, which ignores the finite thickness entropy layer, shows good agreement with
the pointed cone results but, as expected, poor agreement for the blunted cone.

Experiments were also carried out at zero incidence to examine the effect of Reynolds number on the
stiffness and damping derivatives. Figure 9 shows the variation of the stiffness derivative -C for

Reynolds numbers in the range 0.5 x 106 < Re b 2.0 x 106 . The statically stabilising effect evident for

1.0 x 106 - Reb < 2.0 x 106 for the pointed cone is similar to that reported for tests in a helium tunnel

by Orlik Ruckemann (18) and attributed to effects associated with the movement of the natural transition
point on the conical surface. Fixing the position of transition with apex roughness gave results which
were more invariant with Reynolds number, which suggests that the unroughened pointed cone flow was
naturally transitional.
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The considerable decrease in local surface Reynolds number within the entropy layer on the blunt
cone should result in naturally laminar flow at the Reynolds numbers of the reported experiments.
Attempts to promote transition by surface roughness were unsuccessful; the derivative -C N being

identical with the smooth model results over the complete range of Reynolds numbers. It seems likely,
therefore, that the boundary layer was sufficiently far from natural transition for it to remain laminar.

Evidence of transitional effects on the pointed cone damping derivative results is also shown in
Figure 10 which shows the variation of -(C + C ) with Reynolds number. The movement of the natural

transition point as the model oscillates, rAsults in an increase of the damping derivative in the region
of Reynolds number between 1.0 s 106 and 2.0 x 106. This effect is similar to that reported by Orlick-
Ruckemann (17) and Ericsson (6). Artificial fixing of the transition point by apex roughening resulted

in the damping derivative being invariant with Reynolds number. No variations in -(C + C ) with

Reynolds number were observed for the cone of 0.3 bluntness either with or without surface roughness. It
was concluded that the boundary layer remained laminar throughout.

Calculations by Xhalid (9), plotted in Figure 10, show that the magnitudes of the viscous effects
due to the oscillatory boundary layer displacement thickness are expected to be less than 5% of the
inviscid value over the range of Reynolds number (from 0.5 x 106 to 2.0 x 106) of the experiments. This
theoretical model assumes quasi-steady behaviour of a laminar boundary layer. No significant viscous
effects from this cause can be detected within the limits of experimental errors.

4.1.2. Effects of angle of attack on -C and -(C + C
MI mq M&

The effects of angle of attack on the static and dynamic pitching stability, as obtained from
experiments performed on blunted cones (R/b 0, 0.1, 0.2, 0.3) at the highest Reynolds number

condition (Re% = 2.0 x 10 ), are sunarised in figures 11 and 12. Nc imediate consistency is observed
between the trends with increase of incidence up to 7.50 for cones of different bluntness. Walchner and
Clay's (5) experiments also show highly non-linear trends both in -C and -(Cm  + Cm.) with angle of

attack for blunt cones and Ericsson (7) has shown how these effects may be predicted gy application of
his generalised unsteady Newtonian theory, providing due consideration is given to viscous effects.

It seems probable that the pointed cones results of ref 5 were transitional, whereas, for the
Reynolds numbers of the present angle of attack experiments, turbulent boundary layer behaviour is most
likely for the pointed cone. The observed trend of a small increase in -C and almost constantm

-(C + C ) with increase of a up to 7.5° supports this conjecture. It is noted that the small +ve

valug of -C shows that the centre of pressure is slightly ahead of the position of the oscillation axisma
at 0.68c and moves to almost coincide with the axis at 0 = 7.5

The decrease in -C with angle of attack for the 0.1 and 0.2 bluntness cones appears consistent with
3

previously observed effects (6)( 22) of non steady transition point movement. The increase in local
Reynolds number with angle of attack causes these effects to occur at higher angles of attack, whereas,
they are absent from zero angle of attack experiments. The increase in damping derivative with increase
of 0 for the 0.2 bluntness cone is consistent with transitioral boundary layer behaviour but, it is
surprising that the 0.1 bluntness cone does not show this trend.

It is possible, however, that the observed trends for these blunted cones are due to both
transitional boundary layer behaviour and also centre of pressure movements due to changes in the surface
pressure distribution with angle of attack.

The results for the 0.3 bluntness cone show an increase of both -C and -(C + C ) with increasem a
of angle of attack. For this bluntness, the flow over the majority of the conical iurface is dominated by
the nose bluntness-induced entropy layer. For 0 - 0 the body effectively oscillates within the inner low
dynamic pressure region, but, as a increases the windward surface extends progressively into the higher
dynamic pressure outer region with consequent increases in the local non-steady aerodynamic forces. Since
the stiffness and damping derivatives will be progressively more dominated by the windward surface forces
as a increases,it is suggested that the bluntest cone results are caused by this effect. Any effects due
to transitional boundary layer behaviour are likely to be small since the local surface Reynolds numbers
are lowest for the bluntest cone and the boundary layer probably remains laminar over the incidence range
tested.

4.2. Blunt Nyperballistic Shapes

4.2.1. Stability derivatives at zero angle of attack

Figure 13 shows the variation of the pitching derivatives with the position of the axis of model
oscillation for the models HB1 and HBS at zero angle of attack as measured experimentally and as
predicted by the simple Newtonian theory. The linearity of the stiffness derivative (as measured from
experiments) with the position of the axis of model oscillation is good. The concluded position of the
centre of pressure (where -C - 0) for the model 551 agrees very well with that previously obtained from

static force measurements (see reference 23 figure 7b) at Mach number 7.0. The damping derivative shows a
minimum, for the model HB1, at a position of the axis of model oscillation corresponding to the centre of
pressure, while the damping derivative for the model HBS is decreasing with positions of the axis of model
oscillation closer to the centre of pressure.
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It is apparent that the simple Newtonian theory does hot predict satisfactorily the pitching
derivatives for either of the models. For the model HB1 it predicts a less stiff body and a position of
the centre of pressure well ahead of the true one ( at x . 0.1 compared to 0.27). This is because the

L
Newtonian theory completely ignores the pressures on the long after-body of. this model. This is also
reflected in the estimates of the damping derivative which are much smaller than the experimental values.
For the model BS, the Newtonian theory predicts a stiffer body with a position of the centre of pressure
behind the experimentally concluded position (at x - 0.72 compared to 0.64). The reason for this

L
discrepancy is that the Newtonian theory over predicts the dynamic pressure on the flares of this model
since the bow shock wave is assumed to coincide with the flare's surfaces. The reduced dynamic pressure
on the surface, caused by the entropy gradient through the flow shear-layer produced by the nose-
bluntness, is not predicted correctly. This is also reflected in the estimates of the damping derivative,
which are larger than the experimental values. It is concluded that the simple Newtonian theory is
totally inadequate to describe the complex flow field around such blunt-nose-cylinder-flare type of
bodies. A method which more closely describes the flow field around such bodies is required in order to
arrive at better estimates of the pitching derivatives in hypersonic flows.

4.2.2. Effects of angle of attack on -C and -(C m  + C i

Figure 14 shows the variation of the pitching derivatives of the three tested models with angle of
attack in the range 0 to 7.5 deg. and at a Reynolds number of 0.82 x 106 to 0.85 x 106. The position of
the axis of model oscillation was chosen to be close to the centre of pressure of each model at zero
angle of attack. If the position of the axis of model oscillation is far behind the centre of pressure
then the resulting large pitching moment produces large model deflections when it is released. On the
other hand, if the position of the axis of model oscillation was far ahead of the centre of pressure then
the resulting nose-down pitching moment would release the displaced model if the pitching moment
exceeded the pivot restoring moment, since the models were not locked in the displaced position.

It is seen that the stiffness derivative generally increases with the increase in the angle of att-
ack, this is equivalent to a rearward shift of the centre of pressure with angle of attack. A similar
trend was observed (see section 4.1.2) for the bluntest of the conical bodies tested.

The damping derivative for the model HBI is almost independent of the angle of attack in the range
0 to 7.5 deg. The same derivative shows a substantial non-linear increase with angle of attack for the
model HB2 and to a lesser extent for the model HBS. Similar non-linear increases in the damping
derivative with angle of attack were observed for some of the conical bodies tested (see 4.1), for a
space shuttle orbiter configuration (24) and a pointed slender missile configuration with lifting and
control surfaces (25).

It is likely that these non-linear increases in the damping derivative are partly caused by
boundary layer transition on the windward aide of the flare surface at angle of incidence, where the
flow density and the local value of Reynolds number are relatively large. It is important to attempt the
separation of the effects of boundary layer transition (promoted by angle of incidence) from those of
inviscid angle of attack effects (if any). The experimental evidence suggests that the flow is
naturally laminar for the model BI through the range of angle of attack considered and that the low
values of Reynolds number over the after body of this model are much below the value of Reynolds number
for natural transition at this Mach number.

it is worth noting that for conical bodies, cross-flows at an angle of incidence are more likely to
promote transition on the leeward side of the body. However, for blunt hyperballistic shapes these
cross flow effects are less significant.

Finally, it is important to stress that entirely new flow phenomena are likely to occur at higher
angles of incidence in the range 10 to 300, such as flow separation on the cylindrical afterbody surface
or on the flare's surfaces and the all important inter-action between the nose bow shock wave and the
flare surface on the windward side. These phenomena are likely to have dramatic effects on the pitching
stability of this type of body.

5. CONCLUSIONS

A brief description has been given of a newly developed K - 6.85 intermittent wind tunnel, based on
the light piston isentropic compression concept, which has very suitable characteristics for the economic
acquisition of dynamic st'bility data. Equipment suitable for the measurment of pitching stability
derivatives during tunnel running times of less than 0.5 seconds is described.

New data for the pitching dynamic stability derivatives of a range of pointed and blunted
axisymsetric shapes have been obtained at M - 6.85 using this equipment. The present data for pointed
and blunted cones at zero incidence show good agreement with previous work. New data showing tha effects
of Reynolds number, axis of oscillation and the non-linear effects of angles of attack up to 7.5 are
presented for a range of conical and hyperballistic shapes.

The results have been compared with existing theories and with a new theory developed by Khalid for
blunted conical shapes. The bluntness induced effects at zero incidence are well correlated by theory but
further work is required on the non-linear effects of angle of attack, especially in flow regimes for
which the boundary layer is transitional. Simple Newtonian theory was found to be quite inadequate in
predicting the experimentally observed pitching static and dynamic stability of the hyperballistic shapes
SDI, HB2 and RES. Further work is required concerning suitable theoretical methods for these shapes.



12-11

REERENCES

1. East, R.A. "Oscillatory experiments in short duration hypersonic testing facilities*. Proceedings

of the Ist International Congress on Instrumentation in Aerospace Simulation Facilities, Paris
1964.

2. Enkenhus, K.R., Richards, S.E. and Culotta, S. "Free flight stability measurements in the Longshot
tunnel". Shock Tube Research, Chapman and Hall, London, 1971.

3. Ghosh, K. "Dynamic tests using a gas bearing model-pivot in hypersonic flow". Pb.D.Thesis,
University of Southampton, 1973.

4. Jones, T.V., Schultz, D.L. and Hendley, A.D. "On the flow in an isentropic light piston tunnel".
ARC R & M 3731, 1973.

5. Walchner, 0. and Clay, J.T. "Nose bluntness effects on the stability derivatives of cones in
hypersonic flow". Transactions of the Second Technical Workshop on Dynamic Stability Testing, I,
Paper 8, April 1965, Arnold Engineering Development Centre, Arnold Air Force Station, Tennesee,-
U.S.A.

6. Ericsson, L.E. "Effect of boundary layer transition on vehicle dynamics"
Journal of Spacecraft and Rockets, fi, 12, pp 1404-1409, December 1969.

7. Ericsson, L.E. "Generlised unsteady embedded Newtonian flow". Journal of Spacecraft and Rockets,
12, 12, pp 718-726, December 1975.

8. Rie, H., Linkiewicz, E.A. and Bosworth, F.D. "Hypersonic dynamic stability, Part III: Unsteady
flow Program". General Electric Company FDL-TDR-64-149, 1967.

9. Khalid, M. "A theoretical and experimental study of the hypersonic dynamic stability of blunt
axisymmetric conical and power low shapes". Ph.D.Thesis, University of Southampton, 1977.

10. Schultz, D.L., Jones, T.V., Oldfield, M.L.G. and Daniels, L.C. "A new transient cascade facility
for the measurement of heat transfer rates". Oxford University Engineering Laboratory Report
1207/77, 1977.

11. East, R.A. Unpublished work. University of Southampton, 1974.

12. Qasrawi, A.M.S. "Measurements of hypersonic dynamic stability of pitching blunt-nosed bodies in a
short duration facility University of Southampton, Ph.D.Thesis, 1977.

13. Seiff, A. "Secondary flow fields embedded in hypersonic shock layers." NASA TN D - 1304, May 1962

14. Chernyi, G.G. "Introduction to hypersonic flow". Translation Editor R. P. Probstein, Academic
Press, New York 1961.

15. Eggers, A.J. and Savin, R.C. "Approximate methods for calculating the flow about non-lifting
bodies of revolution at high supersonic airspeed." NASA TN 2579, 1951.

16. Sims, J.L. "Tables for supersonic flow around circular cones at zero angles of attack". NASA SP-
3004, 1964,

17. Ericsson, L.E. "Unsteady embedded Newtonian flow". Astronautics Acts, 18, 309-330, 1973.

18. Orlik-Ruckemann, K.J. "Dynamic viscous pressure interactions in hypersonic flow". National
Research Council of Canada, Aeronautical Report LR-535, July 1970.

19. Moore, R.K. and Ostrach "Displacement thickness of the unsteady boundary layer" Journal of
Aeronautical Sciences, 24, 1, pp 72-78, 1957.

20. Krasnov, N.F. "Aerodynamics of bodies of revolution! edited and annotated by Deane N. Morris,
American Elsevier Publishing Company, Inc., New York 1970.

21. Curls, N. "The steady compressible laminar boundary layer with arbitary pressure gradient and
uniform wall temperature" Proc. Roy. Soc. (A) 249, pp 206, 1958.

22. Schueler, C.J. "Dynamic stability results for a iO cone at Mach numbers 0.8 to 20". ADC TD 64-
226. December 1964.

23. Gray, J.D. "Suzasry report on aerodynamic characteristics of standard models HB-l and ED-2". AEDC-
TDR-64-137, July 1964.

24. Uselton, B.L., Freeman, D.C.Jnr, and Boyden, R.P. "Experimental dynamic stability characteristics
of a shuttle orbiter at M - 8. Journal of Spacecraft and Rockets, 13, 10. pp 635-640, October
1976.

25. Morrison, A.M. and Ingram, C.W. "Stability coeflicients of a missile at angles of attack." Journal
of Spacecraft and Rockets, 13, 5, pp 318-9, May 1976.



12-12 - ~-

This work has been supported by the Procurement Executive,* Ministry of Defence. one of the authors
(M. Ihalid) wishes to acknowledge the financial support of a Science Research Council Research Student-
ship during the period of this work.

C

a~d HB I

L 4-9d

1-7

Fis. ~ ~ ~ ~ ~ ~ ~ ~ H 2 hpstse o yai tblt



12-13

Bafleplte ison Diahrgm Contoured nozzle Open jet test section
Pisto Diapragm (M =7)

0.1 Im dia.

H.P.Storage veissel

(a) Schematic diagram of test facility

(b) Records of flow temperature and pressure

T ref. = 5975 K (50 0C/div.)

P = 60.7 bar (12.1 bar/div.)

Time scale 0.2 sec./div.

Flo

Running
time

0.03- 0.6-

0.5 - Experiment
Tho P P62 bar

Thery - = 7.0(. experimoent)
0.02 a 0.4-

P 0.3- Theory

0.01- 0 3.3(. exermet 2

0.

10 20 30 40 50 60 300 400 500
P bar TO0 K

(c) Pressure fluctuations (d) Running time vs. initial temperature

Fig.2 Description of test facility and its performance



(a) Model pivot and attachment assembly

(b) Sting - supported model in test - section

Fig.3 Free-oscillation test mechanism
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Fig.4 Records of model free oscillations and a Schlieren
photograph of flow
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UNSTEADY AERODYNAMICS OF OSCILLATING CONTAINERS AND APPLICATION TO THE

PROBLEM OF DYNAMIC STABILITY OF HELICOPTER UNDERSLUNG LOADS

by A. Simpson and J. W. Flower

Department of Aeronautical Engineering,
University of Bristol, Bristol, BS8 ITH, England.

SUMMARY

Loads slung beneath helicopters can develop alarming oscillations at quite low air-
speeds due to aerodynamic forces, and hence severely curtail the performance of the
helicopter. The present investigation highlights the (sometimes overriding) importance
of load movement on the aerodynamic forces for the particular case of the standard
20' x 8' x 8' container.

Forces and moments have been derived from pressure measurements on two models,
inexorably oscillated in a variety of modes and at various amplitudes, with some compar-
ison with other results from decaying oscillation investigations. Extreme non-
linearities are evident; for example, the case where static stability changes to
instability as yaw angle is changed, while dynamic instability for small yaw oscillations
changes to dynamic 'stability' for large yaw oscillations.

Flow visualisation techniques show complex flow situations and extreme phase lags
in the separated flow patterns. A mathematical model based on the observed patterns
compares well with the force and moment results.

LIST OF SYMBOLS

b Spacing between upper strops. (Also viscous damping coefficient)

B Total damping coefficient (Equation 3)

C Total stiffness coefficient (Equation 3)

Cx, Cy, Cz (z XIJpV2hd, YIpV2h2 , Z/IpV2hd) Aerodynamic force coefficients

Cmx Cmy Cmz (z Mx, My, Mz/JpV2 dh2) Aerodynamic moment coefficients

C ( pressure/IPV2 ) Pressure coefficient
P

d Length of container
f Natural frequency (Hz)

h Depth (and breadth) of container

Iz  Moment of inertia of container about axis Oz

it Upper strop length

Mx, My, Mz  Aerodynamic moments about Ox, Oy, Oz
Ox O,, 0 Body fixed right handed Cartesian axis system with 0 at container geometric

z  centre

p (or pn )  Static pressure at some point on the container

P5  Reference static pressure

p Aerodynamic phase lag

q Dynamic pressure (= IpV 2 )

t Time variable

V Free stream velocity

Wd, Wh Frequency parameter based on d and h (= wd/V, wh/V)

X, Y, Z Aerodynamic forces along Ox, 0y, 0z directions

e, *, , Rotations about Ox, Oy, 0z axes

6x, 6y, 6z Deviations of container from equilibrium position in Ox$ O y, Oz directions

66, 60, 60 Angular deviations of container from equilibrium position about Ox, Oy0 Oz
axes

v Frequency parameter based on d and f (= fd/V)

Suffix o Denotes datum when affixed to 0, 0, 0, etc.

Suffices x, Denote derivative of suffixed quantity with respect to suffix when affixed
y, 0, etc. to Cx, Cy, Cz, CmxI Cmy and Cmz
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1. INTRODUCTION

Over the past thirty years, a considerable number of philosophies on the air
transport of freight has evolved. One of the more important of these in the military
context concerns the use of helicopters to convey freight externally by suspending it
directly, or within containers, beneath the helicopter fuselage by using strop and
lifting-hook configurations. In this way loads whose bulk and accessibility would
preclude air transport by any other means may be carried successfully. Furthermore,
turn-round times are minimised by such procedures - an important factor in many civil
as well as military applications. Ordnance, strategic supplies and even troops may be
transported efficiently by this means and recovery operations may be performed with
optimum speed. On the civil side, crane helicopters have been used in the erection of
bridges, towers and other buildings and structures, and even for the transport of mobile
operating theatres.

However, inevitably, there are limitations of this simple external mode of freight
transportation, these being associated with the aerodynamic forces which arise when
there is motion of air relative to the suspended body. These forces can lead to static
or dynamic states of instability of the suspended body or of the combined helicopter-
freight system. Severe instabilities have led to the loss of freight in the worst cases
and generally to handling problems of varying degrees of severity and/or speed limitations.
Many of these problems are associated with the poor Dutch Roll characteristics of most
helicopters - particularly at high forward speeds.

While it is not possible a priori to rule out the possibility of instability modes
requiring motions of both freight and helicopter, it is recognised generally that most
of the troublesome motions arise from the freight aerodynamics per se. In this paper,
therefore, attention is confined to the freight aerodynamics and to the related natural
stability problems which arise therefrom. Indeed, before a successful study of the
helicopter-freight combination can be undertaken, it is essential to develop an under-
standing of the aerodynamic characteristics of the freight per se. Herein, attention is
focussed on one particular type of freight container; the familiar 5:2:2 rectangular
box.

2. OSCILLATION OF RECTANGULAR CONTAINERS SUSPENDED BENEATH HELICOPTERS:
THE NEED FOR UNSTEADY AERODYNAMIC RESEARCH

The simplest type of strop system is the single-strop sling (Figure la). This
carries the advantage of simplicity since only one lifting hook is required on the
aircraft: alLo, rigging time is minimised. A major disadvantage of the single-strop
sling is its lack of yaw restraint, and this carries with it two consequences - both
of them serious:- (i) As soon as the helicopter moves forward, the container will
align itself with its major axis crosswind thus maximising drag. (ii) While this
equilibrium position is statically stable, it transpires to be dynamically unstable in
the sense that yaw oscillations are initially negatively damped and build up to limit
cycles whose frequencies and amplitudes are completely determined by aircraft forward
speed. Depending upon the length of the upper strop, amongst other things, sideslip
oscillation might accompany the yaw.

An obvious development of the single-strop sling is the twin-strop arrangement
(Figure lb). This provides yaw restraint in the manner of bifilar suspension and,
provided the upper strops are sufficiently well separated, this will be adequate to
maintain the container near its minimum drag position (major axis along wind direction).
However, this position is shewn herein (see also Reference 1) to be dynamically unstable
in yaw and the resulting yaw oscillations couple strongly with sideslip under certain
conditions. The ensueing combined motions may achieve large amplitudes in only a few
oscillation cycles: indeed, containers have had to be jettisonned on occasions so
severe have been the motions. The price one pays for minimum drag is thus high!

In order to avoid the negative yaw damping which characterises the minimum drag
position, the container can be rigged with a nose-down attitude of about 10 . In this
attitude, positive yaw damping obtains, drag is only marginally increased, but the
aircragt now has to support a negative lift load. If the upper strops are parallel,
the 10 nose-down orientation does not change with aircraft forward speed. Ostensibly,
this would appear to solve the lateral oscillation problem completely: Naturally it
doesn't! Reference 1 shows such arrangements to be highly flutter prone in combined
sideslip and yaw motions. Amplitudes can once again be very large, and flutter onset
is usually of the 'hard' type. Criteria for flutter onset involve many parameters,
e.g. strop length, separation and disposition relative to the container c.g., container
weight and yaw moment of inertia, etc. The type of flutter mgde obtained therefore
depends, amongst other things, on how the container is loaded

An extension of the twin-strop arrangement, known as the 'double V strop' con-
figuration (Figure lc) has been proposed by Sheldon2 . Independent yaw motion of a
rigid container is excluded with this strop configuration, provided all cables are
inextensible and the aircraft itself is sensibly rigid. Indeed, the only kinematically
permissible motions are the longitudinal and lateral pendulum modes. The type of
flutter mentioned above is thus avoided, as is pure yaw (negatively damped) motion.
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Wind tunnel model tests1 of this arrangement h ve given reason for encouragement, but
at full scale two problems are likely to arise :- (a) In view of the additional
kinematic constraints, there is more likelihood of interaction between the aerodynamic
forces on the container and motions of the aircraft. (b) Lateral gusts could give rise
to a structurally nonlinear yaw mode in which pairs of opposite strops become alter-
natively slack. The latter problem is exacerbated at high forward speeds if the two
pairs of V strops are parallel: in the 'blown back' equilibrium position, tensions in
the leeward V strops can become very small. (This effect can be overcome by the
trapezoidal arrangement shown dotted in Figure 1c, but then the negative lift induced
by nose-down container incidence would grow with speed, as indeed would drag
coefficient).

Many other methods of stropping have, of course, been employed, but none has been
entirely successful. Lateral oscillations of the underslung container are clearly the
major cause for concern, even though these sometimes couple with longitudinal motions
to produce quite dramatic combined instability modes.

Most of the previously published studies of the underslung load stability problem

rely upon wind tunnel-measured static aerodynamic derivatives4. One exception is the
work of Liu5 who used viscous cross-flow theory to compute a set of quasi-static force
derivatives for the 5:2:2 container at attitudes close to the minimum drag position.
Liu also calculated pitch and yaw derivatives, but these proved to be grossly in error
owing to the presence of separation bubbles which exert a profound influence on the
moments (but less so on the forces). In the opinion of the present authors, the use of
quasi-steady derivatives is not justified over a considerable portion of the usually
accepted flight envelope. Referring to Figure lb one readily obtains the following
expression for the frequency of yaw oscillations, assuming a uniformly dense container:-

f 7fIr IEII Hz. .......... ......................... ... (1)

Assuming zero aerodynamic stiffness in yaw, the frequency parameter, v, is given by

fd time for a fluid particle to travel distance d d 112g b(2

V yaw oscillation period - 2i-V 4(d
2 +h') . . . (2)

Typically d = 20 ft, h = 8 ft, b = 10 ft so that v = 29/'V/1, approximately.

Now in conventional aeroelastic applications, a sensible upper limit to the
applicability of quasi-static aerodynamic theories is wd/V z 0.5 where w = 2Tf. This
implies an upper limit of v of about 0.1 (ten chords traversed per oscillation period).
Hence for quasi-static theories to apply V/1 > 290 ft

3
/2 /sec. For I = 25 ft, which is

a relatively long upper strop dimension, one must have V > 58 ft/sec. Thus, at all
speeds below 58 ft/sec, the use of quasi-steady theories is questionable, and this
represents a very large segment of the operational flight envelope of freight-carrying
helicopters. Furthermore, the configuration of Figure lb is a statically stable one
implying positive aerodynamic stiffness in yaw; hence the above frequency, f, under-
estimates the actual yaw frequency by a progressively greater amount as V increases.
Hence, the range of inapplicability of quasi-static theories is even greater than that
implied by the above simple formulae. Shortening of the upper st-op length, t, widens
the range of inapplicability even further. It is therefore hardly surprising that
previous treatments of underslung load instability based on quasi-static aerodynamic
data have proved to be patently unsuccessful in predicting full-scale behaviour. With
such reservations firmly in mind, the 'unsteady aerodynamics' approach reported herein
was instituted under contract support from the United States Army.

Throughout the remainder of the paper, the aerodynamic aspects only will be
considered. Actual applications to stropped containers will nct be considered: the
necessary aerodynamic tools required in such applications, however, will be provided
along with an understanding of the flow processes involved.

3. SCOPE OF THE WIND TUNNEL MODEL TESTS

In order to gain an insight into the aerodynamic actions on an oscillating rec-
tangular container, it was decided at the outset to perform the following tests on
typical container shapes:-

(i) Pressure distribution tests for stationary and inexorably oscillating container
models. In the first place, these tests were to involve motions in a single
degree of freedom, namely pitch about the various principal axes (or, what
amounts to the same thing, yaw); subsequently simple binary combinations of
the individual degrees of freedom were to be considered. The pressures were
to be ultimately integrated to provide force and moment time history diagrams,
loop diagrams (which immediately illustrate stability of motion) and finally
'overall aerodynamic derivatives'. The term 'overall' prefixing 'aerodynamic
derivatives' implies that the imposed motions need not necessarily be small;
the aerodynamics will therefore be generally nonlinear and the 'overall
aerodynamic derivatives' thus have the nature of describing functions for the
forces and motions being considered.
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(ii) Flow visualisation tests for stationary and inexorably oscillating container
models. In both stationary and dynamic cases, various techniques were to be
considered; e.g. 'surface', 'smoke' and 'helium bubble'.

(iii) Single degree of freedom decaying oscillation tests. These were to be performed
for pitch oscillations only to provide a rapid means of assessing aerodynamic
derivatives.

All tests outlined above were to be performed for a wide variety of equilibrium
configurations and oscillation amplitudes over a wide range of frequency parameter

wd = wd/V.

The majority of tests were to be performed at equilibrium positions close to that of
minimum drag since this is the preferred orientation for practical transport applica-
tions. However, the maximum drag orientation is obviously important when single strop
carriage is employed; hence several tests were to be performed for this configuration
in order, amongst other things, to explain the limit cycle oscillation in yaw.

In the contract reportl, two container shapes were investigated, namely the 5:2:2
and the 5:1:1; the former (being the most common) in much greater detail than the
latter. In this paper, results are presented for the 5:2:2 container only.

4. THE PRESSURE DISTRIBUTION TESTS

Chronologically, the single degree of freedom pitching tests preceded the design
of a multi degree of freedom test facility and will therefore be described first.
Static tests were performed only on the single degree of freedom apparatus.

4.1 THE SINGLE DEGREE OF FREEDOM APPARATUS AND TEST RESULTS

4.1.1 Models

Two 1' x 0.4' x 0.4' models were constructed from perspex. The first was designed
to be pitched about a minor axis, the second about the major axis. However, since
pitch about a major axis is of limited interest only, the first model only will be
described herein. It was provided with 39 pressure tappings as shown in Figure 2,
these being connected to a scanivalve. In order to improve coverage of the container
surface area, the matrix of points was different on each face of the model.

Each pressure point was assumed to give an average pressure over some area, and
this area to have some moment arm about the axis of the model. These areas and moment
arms represent weightings to be applied to each pressure value when integrating to give
total force and moment contributions. Details of weightings are omitted here in the
interests of conciseness, but can be found in Reference 1.

4.1.2 Model Support and Actuation

The model support and associated apparatus is shown schematically in Figure 3.
The axis of the model contains a position recorder to record angular position at any
instant of time.

The forcing mechanism consists of a simple slider crank chain with a sufficiently
long connecting rod to provide a close approximation to simple harmonic motion. This
was driven by an induction motor through a rsduction gear. Oscillation amplitudes
could be varied from 100 in steps of about 5 to 29.5 by varying crank length.

4.1.3 Instrumentation

This subject is best introduced by describing the process by which the final results
were obtained:-

The pressure points on the model are connected by tubes to the tabulations of the
scanivalve. The latcer contains a reluctance type transducer which converts an unsteady
pressure into an electrical signal directly proportional to and in phase with it. This
is done by means of an amplitude modulated 3 KHz carrier signal which is demodulated
before being passed through a DC amrlifier. The signal is then fed into one of the
channels of an analogue to digital converter (ADC), being triggered by a pulse generated
by a micro-switch on the slider crank chain. When the trigger pulse attains a preset
voltage, the ADC begins to scan the unsteady pressure signal at a pre-determined rate
and the digitised output is passed to a Hewlett-Packard 2100A computer and thence on to
magnetic tape. Signals fron a position recorder on the model are passed into another
ADC channel simultaneously and thence via the computer on to the magnetic tape. This
tape then forms the input of a second suite of computer programs for evaluation of
aerodynamic forces and moments as functions of time, the plotting of moment/attitude
loop diagrams and the evaluation of 'overall aerodynamic derivatives' according to the
procedure described in Appendix I.
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'1.1.4 Wind Tunnels

Most of the tests were performed in the 3' 6" open-jet wind tunnel at Bristol
University although some comparative tests were performed in the 18' x 8' 6" return
section of the University's 7' x 5' wind tunnel. The speed range in the former is
25-135 ft/s and in the latter 0-50 ft/s: the free-stream turbulence intensities in
both facilities are between 1 and 1.5%.

4.1.5 Test Technique

To obtain the static aerodynamic characteristics, the container model was set at
various incidence angles and the pressures recorded. Each pressure point was selected
in turn on the scani-valve and two seconds of signal recorded on magnetic tape. These
signals were then averaged and integrated to produce all components of overall forces
and moments.

In the dynamic tests, an equilibrium incidence angle was first defined and an
oscillation amplitude preset on the slider crank chain mechanism. Then with fixed
frequency (just below 1 Hz) and for a selection of windspeeds, the individual pressure
points were selected in turn and the pressure signals recorded and duly processed. The
parameters selected for the averaging process were such that 31 sample values were taken
for each signal trace at a time interval of 0.05 sec; i.e. a total length of signal of
1.5 sec. The voltage traces of the unsteady signals were averaged over four such signal
traces. The process was repeated for a selection of equilibrium (datum) attitudes and
pitch amplitudes.

The single degree of freedom model tests were really proving tests for the ultimate
multi-freedom study and it was decided that aerodynamic nonlinearity with amplitude
should be studied in the low frequency parameter regime, w < 0.125, for which the
aerodynamic actions would usually be viewed as quasi-steady.

4.1.6 Results from the Single Degree of Freedom Model Tests

Owing to the exploratory nature of the single degree of freedom tests, only a brief
selection of the results will be presented herein.

Static Tests

The initial static tests involved the use of a shorter support sting (length 4")
than the 12" sting ultimately employed (see Figure 4). The consequences of aerodynamic
interference resulting from the use of the short sting were dramatic, as will be seen
in Figure 5. In this Figure oo = 0 denotes the broadside-on configuration. Results
from pressure integrations for Cmz , the yawing moment coefficient, are shown juxtaposed
against results obtained by direct moment measurement4 . The most significant error
ascribable to the use of the short sting is probably that the small region of static
stability, 800 < 0o < 100 , is missed completely. Provision of the longer sting
removed this error (see Figure 5) and gave good agreement with the direct moment
results.

It is apparent that the 5:2:2 container has the following static stability
characteristics in low turbulence flow:-

0 < *, < 320 stable (maximum drag region)

320 < *o < 820 unstable

820< %o ( 900 stable (minimum drag region)

It will be shown later that free stream turbulence of higher intensity can alter this
state of affairs near to 4, 900. It is also apparent that the yaw aerodynamics is
highly nonlinear for modes? excursions from the minimum drag position - at least in low
turbulence flow.

Dynamic Tests

The results pressnted here were obtained for an impressed yaw os8illation of
amplitude 1601 = 29.5 about equilibrium positions defined by 4, = 90 45 and zero
at wd = 0.12. Detailed pressure results are presented for the $o = 90O case only.
Force and moment time histories for this case are also presented along with Mz/q-v-6d*
loop diagrams for all three equilibrium attitudes.

The pressure traces (Figure 6) for the *o = 900 case show that as the container
yaws to port (i.e. 6 moving from zero to negative values), t~e pressures at points
10-14 on the starboard face increase to maxima at 6o - 29.5 . As this yaw develops,
the separated region on ths starboard face shrinks, the curved reattachment line moving
forward until at 6 = 29.5 the separated region (bubble) has virtually disappeared and
the flow is attached across the entire face. Meanwhile, on the port face the pressure
traces from points 25-28 indicate decreasing pressures as the separation bubble grows.
The position of the reattachment line can be related to the points of near discontinuity
on the pressure tracea. For example, in the case og pressure point 10, reattachment
occurs at about t = 0.27 sec where 64 is about - 10 . At pressure points 11, 12 and 13,
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it occurs at t = 0.34, 0.42 and 0.45 sec. respectively where 64 is zero, + 100 and + 120

respectively. At the rearmost point, 14, there is no obvious discontinuity and one
might conclude that a separation bubble which embraces this point does not exist. While
too close a comparison with the static case should not be attempted (for even at
wd = 0.12 there will be some noticeable lag), it should be noted that these results
accord with the static flow visualisation results to be presented later.

It should be noted that the level of suction beneath a separation bubble increases
as the bubble size shrinks and that for a bubble of a given length, the suction beneath
it decreases generally with distance from the separation line at the leading edge. The
asymmetries in the pressure traces of Figure 6 would not exist had the frequency of the
motion been very low: 'rheir existence is indicative, even at wd = 0.12, of dynamic
effects other than simple phase lag.

Figure 7 shows the integrated force and moment traces for the *0 900 case. The
X force is seen to follow the impressed motion reasonably faithfully while the Y force
is substantially constant. The yawing moment curve is seen to follow closely the
static moment characteristic (Figure 5) as the container passes through the o = 90
equilibrium position. However, there are phase lags between the motion of the
container and the quasi-steady yawing moment and it is therefore instructive to present
the information in terms of a loop diagram (Figure 8).

The rules for interpreting loop diagrams are as follows:-

(a) If there is no separation (loop) between the moment loci for increasing and
decreasing values of 6i, then there is no dynamic effect and the system can be
said to be dynamically neutrally stable.

(b) If the points associated with increasing 64 lie above those for decreasing 6*
(clockwise loops), then there is positive work done by the incident wind tending
to overdrive the motion. In this situation the container is dynamically unstable.

(c) Anticlockwise loops indicate dynamically stable (damped) situations.

(d) When coupled loops appear, then over the cycle, the system is damped (driven) if
the area enclosed by anticlockwise loops is greater (less) than that enclosed by
clockwise loops. When these areas balance, there is no net energy input over the
cycle.

(e) Stable limit cycles occur when there is no net energy exchange over the cycle and
there is a destabilising (clockwise) loop in the vicinity of the mean position of
the container.

Figure 8 shows that there is an unstable loop in the region of s 0 for the
*0 = 90 case. The two outer loops tend to stabilise the motion by virtue of being
anticlockwise in direction. Thus one has the ingredients for a limit cycle oscillation
about the *o = 900 position provided that at full scale there is sufficient yaw
restraint (say from twin, bifilar type, strops) to overcome the state of static
instability (positive 3Mz/a *) which exists as soon as motion builds up beyond the
regime of the dynamically unstable central loop. If there is no such yaw restraint
(i.e. if single strop suspension is used) then a limit cycle about 'o = 900 will not
exist, for as soon as the motion builds up beyond the regime of the central loop a-
statically unstable situation exists which will diverge the container rapidly to its
next statically stable state, i.e. at 0o = 0 - the broadside-on position. Indeed, in
practice, only a very short time is spent in the unstable oscillatory state near to
*o = 900 and the casual obserger would conclude that the divergence to 0o = 0 implies
static instability at *0 = 90 . Such erroneous reasoning, based on free model dynamic
tests, has led to much confusion in the past.

Figure 9 shows the loop diagram for ths inclined case where *0 = 450. Here there
is a small unstable loop centred on S* = 10 0 flanked by two stable loops. However, as
the unstable loop is not centred on * = 450, the ingredients for a limit cyc-le there

are not satisfied. Indeed, the o = 5 position is stable in the oscillatory sense,
being within an anticlockwise loop, but unstable in the divergence sense since 8Mz/a
is positive. Figure 10 shows the loop diagram for the broadside-on position, *o = 0.
Here, the unstable central loop is a dominant feature so that any limit cycle in
practice could well have amplitudes in excess of 300. Since static stability obtains
throughout the region encompassed by the diagram, an oscillatory situation will exist
in practice whatever the nature of the strop suspension (assumed passive).

4.2 THE MULTI-DEGREE OF FREEDOM APPARATUS AND TEST RESULTS

Consideration of the results of some preliminary freely suspended model tests
indicated that

(a) comprehensive dynamic model tests with prescribed motion would need to cater for
more than one degree of freedom; probably two, possibly three or even four

(b) the particular degrees of freedom needed with their associated amplitudes and
phase relationships would be difficult to anticipate.
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It was therefore decided to attempt to design a rig with six degrees of freedom where
any combination of freedoms could be used, with selected amplitudes and phase lags.
One type of rig might have involved three degree of freedom angular movement of a model
about a universal joint mounted on sets of rails giving the three translational
freedoms. Such a rig would, however, seem extremely difficult to engineer and would be
unduly costly. Furthermore, problems of aerodynamic interference (the importance of
which has already been demonstrated, Figure 5) would abound. The design chosen moves
the complexity from inside the model and tunnel by using wire supports, and concentrates
it in the actuating mechanism outside the tunnel. The tunnel used for the six degree
of freedom rig was the 18' x 8' 6" return section of the 7' x 5' tunnel at Bristol
University.

The wire supports (Figure 11) are in the form of eight wire circuits with one
additional wire with spring to take the dead weight of the model. (NB. The spring
could not act dynamically.) The eight circuits are two more than necessary to define
six degrees of freedom, but were deemed desirable as being more versatile and able to
cope with a variety of model shapes. The over-constraint is taken out by suitable
springs. Each circuit passes from the model over four pulleys back to the model and
incorporates a spring tensioning device which ensures that any extension required in a
circuit - say in a vertical circuit when the model is moved horizontally - is split
equally between the two halves of the circuit (see Figure 12). The tensioning device
thus acts kinematically, but not dynamically. Four circuits are vertical defining
vertical, pitch and roll motions; four are horizontal defining fore-and-aft, side and
yaw motions. The tensioning device for each circuit (Figure 12) is on a vertical lever
pivotted at its upper end, with the circuit wires passing over pulleys at the lower end
and with attachment for actuation also near the lower end.

Actuation for each circuit is from outside the tunnel and operates below the glass
walls of the tunnel. The actuator design is illustrated for one circuit in Figure 13.
The motor is a 3.5 HP, 1440 rpm Crompton-Parkinson 230 V D.C. machine controlled to
± 1% on speed by an air-cooled thyristor unit. It drives two pulleys with 90 phase
difference; these pulleys incorporate tensioning devices similar to that of Figure 12
and are attached by wire circuitry to a pyramid of pulleys with 2:1 diameter ratios
between consecutive pulleys. Six pulleys defining movement in six degrees of freedom
are driven by the pyramid pulleys at chosen amplitudes and with phase relationships of
0, 90, 180 or 270 degrees. Individual circuits are connected to three of these pulleys
in a way that compounds the individual movements into the single appropriate movement
for the circuit. At constant motor speed, the device is capable of producing virtually
pure SHM of the model at translational amplitudes up to 1 ft.

4.2.1 Container Model

A 2' x 0.8' x 0.8' plywood model was provided with 7R standard pressure tappings;
15 on each major face and 9 on each minor face. Additionally 10 tappings were provided
on each major face and 4 on each minor face for the purpose of obtaining more-detaiied
pressure distributions when desired. For the most part, the 78 standard tappings were
used to assess the overall forces. In contradistinction to the single degree of
freedom model, it was decided that the basic arrangement of pressure points should be
entirely regular and symmetrical: this facilitates computation andalso allows for the
use of a technique for minimisztion of temperature drift errors to which scani-valves
are susceptible. (Pressure point locations are shown in Figure 14.) Two scani-v~lves
were incorporated iside the container model; all pressure tube lengths were thus less
than 1 ft.

4.2.2. Instrumentation and Test Technique

In view of the necessity for lower speeds (higher values of wd), the instrumenta-
tion was slightly different from that used in the single degree of freedom tests since
smaller pressures had to be sensed. It was therefore necessary to use more sensitive
scani-valve transducers requiring separate auxiliary equipment. These transducers work
on the principle of the condenser microphone. When sensing unsteady pressures a
diaphragm, two microns thick, moves and in so doing varies the frequency of the
5.5 M Hz carrier wave. Thus, frequency demodulation now has to be applied to give a
voltage signal proportional to and in phase with the unsteady pressure. This type of
transducer requires an oscillator to be mounted in its vicinity; therefore it was
necessary to mount two oscillators within the model alongside the scani-valves. Output
signals were processed in much the same way as in the single degree of freedom case.

It was decided to improve the accuracy of the triggering device (see Section 4.1.3)
by reducing the pulse rise time and by improving the manner by which the computer
program triggers at the instant the pulse rises. In this way, tke average error in
phase angle prediction was reduced from 5% to below 3%. Model position, as before, was
monitored by using an angular position recorder on the motor drive shaft.

The integration procedure used in the single degree of freedom tests involved a
point by point march around the container and an ultimate weighted summation. Such a
procedure applied in the multidegree of freedom tests would lead to unintelligible
force and moment results since the tunnel used is recirculatory and temperature rises,
through the (sometimes lengthy) duration of a test, produce drifts in the scani-valve
transducer outputs. It was possible to overcome this problem without having to expend
heavily on temperature control within the tunnel. The solution of the drift problem
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consisted of adopting an order of marching through the mesh of points which involved,
alternately, reading points on opposite faces of the container. The time oetween
readings for these opposite points is optimally short and the temperature effect on
the difference (which is always implied in overall force and moment calculation) is
minimised. Also, at every tenth tabulation of the scani-valve, reference static
pressure is measured so that the temperature drift can be subtracted from the raw
pressure readings, again minimising temperature effects.

The actual test procedure was virtually the same as that already described for
the single degree of freedom case.

4.2.3 Results from the Multi-Degree of Freedom Tests

A massive amount of information was obtained in these tests and it would be
clearly inappropriate to attempt to present all of it here. Only those features
having particular interest will be discussed herein and the reader is referred to
Reference 1 for greater detail.

Unfortunately, time did not permit the rig to be used to the full extent of its
versatility and the largest number of degrees of freedom employed in combination wac
two. However, the facility for rigging any desired datum position and imposing any
one of the six possible motions was fully exploited.

(a) Minimum Drag Configuration: po = 900, eo = 0. Yaw Motion Imposed

This case has already been discussed for low frequency parameters in Section 4.1.6.
Detailed pressure distributions will therefore not be shown and it suffices to say that
the previous results were confirmed in the present tests. Loop diagrams at the smaller
yaw amplitude of 16I: 10 are found, as might have been expected, to comprise just one
clockwise loop corresponding to the central loop of Figure 8; see for example Figure 15
which relates to w, = 0.45. (The spikes on the loop are due to support wire vibration:
the wires were inadequately tensioned). The loop for wd = 0.32 (not shown) was of
smaller area and was rotated bodily in the anticlockwise sense by some 150 relative
to the wd = 0.45 loop. The increase in loop area between these two wd values was smell,
but suggested a destabilising effect of wd in this range for a yaw oscillation of 10
amplitude. The body rotation of the loop as wd increases in this small wd range would
indicate a statically stabilizing effect of wd, if such can be conceived! This is
clearly an acceleration effect. Comparison with the loop diagram for wd = 0.12 of
Figure 8 would seem to confirm this effect, but the validity of comparison of loops
obtained at different amplitudes is questionable.

In order to provide data for stability analyses (asymptotic type), it is instruc-
tive to evaluate 'overall aerodynamic derivatives' for small amplitude excursions from
the datum position. These may then be viewed as conventional stability derivatives,
and the manner in which these vary with wd is of paramount interest. This has been
done in Table I for the present case for a yaw amplitude of 5.5° . The important

TABLE I AERODYNAMIC 'OVERALL DERIVATIVES'

o = + 900, 00 0= , 6 ± 5.50

wd .3740 .4208 .5611 .8416

C -.9406 -.9172 -.9994 -.6074

C y -.1126 -.1059 -.2317 -.3408

C z .1446 -.0152 .0477 .0269

C mx .0491 -.0574 -.0543 -.0986

C my -.0117 .0164 .0363 .0194

C mz -.1780 -.O126 .1751 .3039

Cx* 1.0182 1.4277 .5705 .3179

Cy -.4202 -. 2039 -.0606 -.1226

C .1326 .0439 .1111 -.0207

Cmxi -.1338 .0522 -.0223 -.0317

Cmy -.0876 .0512 .0235 -.0162
C 1.2346 .8605 .7822 .3462

derivatives in respect of single freedom yaw stability are C z and C p. The former
represents the mean slope of the loop and the latter the loo rea. Zositive value
of the former implies a static destabilizing effect and of the latter a dynamic
destabilising effect (negative direct damping). It is seen that Cmz* is negative at
low values of wd becoming positive beyond wd 0.45. On the other hand Cmz is initially



positive and diminishes as wd increases. Thus, over the range 0.374 < wd < 0.8416, the
role of wd determining yaw stability is statically destabilising and dynamically
stabilising. (Note that the converse appeared to be true for wd < 0.45 aboge, but that
the above conclusions related to larger amplitude motions, namely 16#1 = 10 , over which
the static variation of Cmz (Figure 5) is highly nonlinear).

All of the important cross derivatives, namely C , C, C - and C all show sub-
stantial variations with wd. The appearance of unexpltedyeri ttive vAues (e.g. Cz,
Cmvi, etc.) is possibly due to small rigging errors or to flow swirl in the tunnel.
Lo6b diagrams relating to the extremities of the wd range are presented in Figure 16.
Their dispositions and areas bear out the Cmz* and Cm derivative values given in the
first and last colums of Table I. - ..

In order to throw more light on variations of stability parameters with wd at
large amplitude, some tests werg performed over the range 0.15 < wd < 1.08 for an
impressed yaw amplitude of 11.5 . The results are presented here in the form of
'overall aerodynamic derivatives' in Table II. (The term 'overall' is again prefixed

TABLE II AERODYNAMIC 'OVERALL DERIVATIVES'

*0 + go°, 0o = 0°, 6* 11.5 °

wd .1509 .1783 .2268 .3441 .3562 .4424 .6452 1.07547

C -1.2419 -1.1723 -1.1589 -1.1779 -1.0738 -1.1085 -.9651 -.7853Cy -.0427 .1595 -.0373 -.0622 .0478 -.0180 -.0065 .0068

C -.0144 -.0222 -.0063 .0484 -.0206 -.0018 -.0429 .0241

Cmx -.0223 -.0244 -.0349 .0240 -.0566 -.0092 -.0547 -.0388

C m4 .0001 .0124 .0200 -.0052 .0164 -.0146 .0089 .0119
Cmz* - 2040 -.1820 -.2201 -.0268 -.0944 -.0363 .1235 .3792
Cx, 1.3986 1.1802 -.5212 1.0679 .4967 .2130 .406 -.0827

Cys -.2799 -.2294 .1190 -.0607 .0098 -.1730 -.1602 -.0283

C .2884 -.1229 .2333 -.0123 -.0451 .0920 .0309 .0760

Cmx$ .0632 -.0385 .0905 -.1060 -.0751 -.0454 .0551 .0289

Cmyi .0228 .0674 -.1137 -.0029 .0074 .0376 .0090 .0244
Cmz$ .8226 .7066 .7281 .7240 .6973 .7042 .3765 .1958

since the yawing motions now embrace a highly nonlinear region of the static yawing
moment curve; Figure 5). The variations of the stability derivatives Cmz* and Cmz are
anything but monotonic over this wd range. There is an overall tendency, however, or
Cmz to increase from negative values, becoming positive as before at wd - 0.45: as wd
is increased and for C to become less positive, again as before. The C - values are
clearly less than those In Table I for corresponding u values. This behaYfiur is
expected be8ause there is a small incursion into stabilising loops (Figure 8) when
18*1 = 11.5 .

Note that the derivatives presented in Table II should not be used in an asymptotic
stability analysis in view of the large amplitude used in their determination.

(b) *0 900, 80 = 50: Yaw Motion Imposed

This is the situation where the major axis is 50 from the stream direction in the
nose-up incidence sense and where a yaw oscillation (of amplitude 5.5 0) is imposed about
the z body axis.

The aerodynamic derivatives for this case are presented in Table III. The important
derivatives Cx*, C yo Cmz* Cx ' CM and Cmz- show bimilar variations with wd as those of
the minimum drag case (Table I . ote, however, that Cxi actually changes sign at the
highest wd value in the present case. Note also the app arance of C and C y as

myWg my*
important derivatives, perhaps unexpectedly, for this case. This can be ascribed to the
separation bubble asymmetry with regard to the median major axes of the port and star-
board faces: the bubbles are biased above these axes at equilibrium and as their sizes
fluctuate in a yaw oscillation, a rolling moment is produced. The Cmz* values show that
the sign is reversed from negative to positive at a much lower wd value than in the
eo = 0 case. Indeed, it is known from the static results of Reference 4 that small
angles of incidence from the minimum drag configuration render yaw statically unstable
(i.e. they effectively remove the nonlinearity from the Cmz/*o characteristic near * c
90°in Figure 5). The C . values are smaller than those of the 8 = 0 case, indicating
that the effect on yaw o a swall incidence is dynamically stabil~zing. It will be
shown later that when 00 = 10 , the dynamic instability in yaw is completely eliminated.
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TABLE III AERODYNAMIC 'OVERALL DERIVATIVES'

0 = +90 0, 60 5', zt 5.5 °

wd  .3441 .3871 .5377 .8416

C x -1.2937 -1.3096 -1.2558 -.9905

C -.1839 -.1234 .1052 -.2551

C -.0386 -.0556 -.2263 .1552
Cm*X  -.0169 -.0439 -.0868 .0348
C -.2182 -.1695 -.1854 -.1820

Cmz, -.0133 .0452 .2302 .4008
Cx 1.2686 .7818 .6500 -.1182

Cyi -.3639 -.3016 -.2296 -.1765

Czi .1804 -.0051 -.0016 .1144

Cmxi .0965 .1125 .1744 .0517

Cmyi .2656 .2484 .2175 .0228
CM4 .8076 .6459 .5439 .2843

The same is also true, of course, at 6o  - 100 which gives the basis for carrying
containers in a nose-down attitude.

A typical loop diagram is presented in Figure 17 for w = 0.84. This should be
compared with the corresponding diagram of Figure 16, and ig will be seen that the
behaviour of the corresponding C mz and C mz values accord with the behaviour of the
loop diagrams.

The appearance of C derivatives of appreciable magnitude points to the
possibility of significan? yaw/roll coupling in the full scale problem. Note that
these derivatives are of the opposite sign when 8o  - 50. Full details of the latter
case will be found in Reference 1.

(c) Broadside-on Position: *0 = 900, 60 = - 900

As this configuration is fundamentally important to full scale single-strop
carriage of a container load, it warrants detaileg consideration. The reasons for
considering the configuration *o 90 , e - 90 with 8 oscillations imposed rather
than simply *o,= 0, ey= 0 with * oscillaions imposed need not be of concern here.
The broadside-on configuration has already been shown to be dynamically unstable at
low values of wd and to exhibit a large amplitude limit cycle (Figure 10). However,
at first sight one might suspect that the angular motion should be damped by drag.
Clearly, stagnation type pressures on the windward face cannot contribute to the
instability. Again, pressures on the small end faces, while being interesting, are
hardly likely to contribute strongly since their moment arms about the rotation axis
are small. (Tests on a container with hollow ends of considerable depth, thus
relieving the suctions in the region under the shear layer, had also exhibited negative
damping when allowed to oscillate about a central minor axis. This supports the con-
tention that pressures on the small end faces are not responsible for the instability.)
Pressures on the major faces parallel to the free stream clearly cannot contribute.
The inescapable conclusion is that it is the outboard base pressures which must support
the instability. It is therefore appropriate to study--se pressures in some detail.

Figure 18 gives the base pressure time histories at points 65, 74 (outboard) and
69 (central) along with the opposite front face pgessures 66, 75 (outboard) and
71 (central) for an impressed amplitude 18e1 = 10 , for wd = 0.44, 0.57 and 0.88. The
front face pressures are broadly in phase with the impressed motion for each of the wd
values. At wd = 0.44, Figure 18a shows that the pressures at the outboard points 65
and 74 are in antiphase (as expected) and broadly in quadrature with the motion and in
directions which support the motion. At wd = 0.57, Figure 18b shows similar charac-
teristics, but with greater net pressures supporting the motion. At wd = 0.88,
Figure 18c shows that the antiphase pressures at points 65 and 74 have now reversed
their directions and, still being broadly in quadrature with the impressed motion,
conspire to damp it. This is clearly a most radical effect of frequency parameter on
the stability characteristics of the container.

To confirm these pressure-based deductions, Figure 19 presents loop diagrams for
wd z 0.42, 0.51, 0.72 and 1.08. The loops for wd  0.42 and 0.51 are clockwise and
hence indicate negative damping while those for wd 0.72 and 1.08 are anticlockwise
and hence indicate positive damping. The larger area of the loop for wd a 1.08
indicates that the damping effect is stronger there than in the wd 0.72 case.
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To add further weight to what has already been said, Table IV presents the overall

TABLE IV AERODYNAMIC 'OVERALL DERIVATIVES'

*0 9=0, - o 900, 66 ± 10°

Wd .2809 .3795 4176 .5121 .5259 .6938 .7169 1.0754

Cxe .0674 .0186 -.1294 -.0666 -.1652 -.0318 .2352 .1009

Cye  .7435 .3634 -.1843 -.0861 -.7925 -2.9043 -3.4900 -3.0443

C ze .0037 .1245 -.0166 -.2061 -.0923 -.1708 -.3557 -.6973

C 6mx -.6279 -.5651 -.3906 -.2083 -.2090 .2501 .2972 -.7786

Cmy e  -.0469 -.0521 .0905 -.0159 .0867 -.0278 .0043 .0294
Cmz e  .0485 .0850 .1509 .1459 .1347 .0485 .0753 -.0840

Cx6 -.1831 .1320 -.1860 -.2886 .3391 .3512 -.0881 -.0904
Cy6 -3.1131 -3.6412 -3.2447 -3.3970 -3.3400 -1.8473 -.8090 2.5476

Czb .0155 -.1710 .0360 -.2608 .1136 -.0196 -.0635 .4850

Cmxh .7467 .7864 .7716 .6504 .8277 .1132 -.9130 -1.3648

Cmy .0043 .0289 .0813 .0401 .0678 .020 -.1072 .0442

Cmz6 .2148 -.0575 -.0314 -.1128 -.0513 -.1178 .0362 -.0637

derivatives for this case for a wide range of frequency parameters. The derivatives
Cmx8, C * are those which indicate stability about the rotation axis. It is interesting
to notemhat static stability (Cme) is continuously erroded as wd increases, is lost
between wd = 0.6 and 0.8 and regained thereafter up to wd  1.08. Dynamic damping
(- C _), while fluctuating somewhat, is negative up to wd 0.7 and increasingly
posiwfve thereafter, in accordance with the loop diagrams and indeed with the base
pressure traces.

The Cx, Cmy and Cmz derivatives should be zero in truly symmetric flow. Table IV
shows that some of these derivatives have sizeable values, though exhibit little
consistency over the range of frequency parameter.

Finally, it might be observed with more than a little concern, that the appropriate
frequency parameter for the broadside-on case should not be wd, which is based on major
axis length, d, but rather wh = 0.4 wd, based on minor axis length. The above dynamic
stability changeover thus occurs at wh = 0.28 or thereabouts, which in conventional
aerodynamics terms is a very modest value indeed. However, for bluff bodies with major
axis normal to the flow (or two dimensional bluff bodies) the most pertinent criterion
defining the applicability limit of quasi-static ideas is some fraction of the Strouhal
number which describes the frequency parameter of the vortex shedding process.
Regrettably, the vortex shedding frequency was not measured in the tests described
herein, but for a 3:1:1 half modelD a Strouhal number of 0.55 has been measured. This
has to be doubled to give the frequency parameter at which yaw motions would 'lock-on'
to the shedi-ng-frequency, and the above critical value of wh is almost exactly
one quarter of this value. While this fraction might be significant, it seems unlikely
that the natural vortex formation process could be 'entrained' through such a frequency
ratio. Further work is clearly called for in this area.

(d) Minimum Drag Position: *0 = 900, 60 0: Sideslip Motions Imposed

This case was studied for wd = 0.32 and 0.84 for an impressed x motion of amplitude
2 inches. Loop diagrams for both Cx and Cmzvx are presented in Figure 20. The former
are stable in the dynamic damping sense, the damping being greater at the higher wd
value, but the latter merely show x/Cmz coupling.

(e) *0 = 90 0 , e = 50: Sideslip Motions Imposed

This case is covered in more detail than the previous one in view of its relevance
to the nose-down container carriage position. Loop diagrams for wd = 0.34 and 0.88 are
given in Figure 21. These are stable, as in the previous case, with stability increasing
with wd, but an unexpected mean sideforce has appeared. This suggests erroneous rigging
at a mean yaw angle different from tJ= 900 by a small amount. Overall derivatives are
presented in Table V from which it Ts seen that the C 6 derivative is substantially
constant as wd varies: the net increase in damping be ween wd = 0.34 and 0.88 is only
about 5%.
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TABLE V AERODYNAMIC 'OVERALL DERIVATIVES'

00 + 900, 60 = 50, 6x = 2.5"

Wd .3366 .4208 .5611 .8799

C= -.0655 -.1826 .1436 1.0162

Cyx .4183 .3462 .3467 .0195

Czx -.1373 -.1249 -.1717 -.0417

-.1079 -.0239 -.0079 -.1576

Cmy x  -.0925 -.0730 -.1596 -.1350

Cmz -.201 -.1854 -.5155 -.6912

CA -1.9002 -2.0094 -2.0354 -2.0159

cyi .2674 .3487 .2798 .3526
czi -. 1807 -. 3212 .1658 -. 0150

-. 2073 -. 1136 -. 0576 -. 2260

Cm -.3224 -.0766 -.2171 -.1793

.1365 .2554 .3363 .4940

The derivative C , which on quasi-static theory should be zero, shows some interesting dependence
on wd . It should be ted (see Appendix I) that the translational overall derivatives include all in-
phase actions so that the variation of Cxf with wd represents a virtual inertia or acceleration effect.
This is true for all translational derivatives presented, but the very large values of Cy, at low
frequency parameter defy explanation and could be attributed to experimental error, although it should
be remembered that the derivative is based on area h2 = 0.64 ft2 while Cxx and C,, are based on
hd = 1.6 ft 2 . The Ck derivative is sigificant here for the same reasons as in case (b) above.

The contention that the highest value of Cxx, namely 1.0162 at wd = 0.88, is a virtual inertia
effect warrants closer investigation: The mess of air displaced by the container is
mc = 2' x 0.8' x 0.8' x 23.8 x i0" slug = 30.4 x 10-4 slug. Let ma be actual mass of air moved to give
Cxx = 1.016; then 1.016 q hd = Xx = w m.. In this case V = 12.5 ft/sec, w = 5.65 rad/sec, hence
% = 95 x i0 -7 slug. This suggests that the mass of air moved in this case is about three times greater
than that actually displaced by the container. The positive value of C indicates that the acceleration
experienced by this mass is in phase with the x displacement of the con -iner; i.e. in antiphase with
the acceleration of the container. At the lower values of wd, a smaller virtual mass is accelerating in
phase with container acceleration, thus producing numerically small Cxx derivatives of negative sign.

(f) Minimun Drag Configuration: * o = 90P, 0 = 0: rcorbined Yaw and Sideslip Motions Applied in Phase

As an example of the effects of combined motion, the simultaneous imposition of a 310 amplitude yaw
motion and a 2" amplitude sideslip motion, in phase, was studied. The results are presented in Figure 22
in term of time histories of force coefficients. In this Figure, which relates to two values of wd,
0.39 and 1.02, the x (sideslip) signal is displayed qs a displacement reference. A symmetric Cx force is
recorded broadly in quadrature with the motion and in the sense to oppose it. The C* amplitude is greater
at the higher wd value indicating a stabilizing effect of wd . Cy, the steady drag, is virtually constant,
as expected, for both wd values although it is marginally larger at the higher wd value. Cz is sensibly
zero, again as expected.

The dominant moment coefficient is Crz in both cases, but it has much larger amplitude at the
higher wd value. At wd = 0.39, quadrature components of Crz are seen to Ppose the yaw motion. (It
should be reembered that yaw per se was negatively claped: with in-phase sideslip at this particular
amplitude ratio it is now positively damped). At wd = 1.02, however, a large destabilizing quadrature
component exists on a motion upstroke while on a downstroke this component is close to zero. Thus, in a
net sense, one should expect negative damping. (Cf. case (a) above where, for yaw per se, wd increases
were stabilizing.) These deductions are confirmed by the loop diagrams presented in Figure 23: the
x loops are stable while the * loops are stable/unstable at the lower/higher wd . Overall stability of
the combined motion might be assessed by algebraic addition of the x and * loop areas. In view of the
x and 0 units used, a factor must be applied to, sy, the * loop area before addition. This factor
transpires to be 0.168 and so obviously the codbined motion is damped at both wd values.

(g) Minimu= Drag Configration: Effect of Free Stream Turbulence

Helicopters flying at low speed near the ground will experience wind turbulence intensities of 15%
or more. At altitude, while flying at high speed, the effective turbulence intensity is greatly reduced,
say 5% or less. The results from the cases described above, being performed at intensities of 1.5%,
relate to the latter case. The former needs to be studied, and this is the objective of this section,
albeit the investigation was only brief.

t case 4' = 900, 60 = 0, 16*1 = 90 was considered at wd = 0.41 and 1.02 in grid-generated
turbulence of 180 intensity. The results are presented in terms of overall derivatives in Table VI. Of
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TABLE VI AERODYNAMIC OVERALL DERIVATIVES

' o + 9go, eo = 0°, 6*J ± 9°

10% Free Stream Turbulence

wd .4075 1.0188

Cx -1.1053 -.3065
Cy -. 1481 -. 0090

C z -.0328 .0267

C mx -.0626 .0044

C .I0475 .0029

C mz .0661 .1479
C x 1.4234 .0634
C -.2407 -.1019

C -.0010 -.0076

Cmx .0217 -.0134

Cmy -.0309 .0117
Cmz 1.0973 -.1894

particular importance are the Cmz and Cm7, derivatives. Cmz iS positive at both wd
values, moreso at the higher value, implyig static instability increasing with wA.
Comparing with the corresponding low turbulence case (Table II), it is seen that he
higher level of turbulence has changed a statically stable state into a statically
unstable one at the lower wd value while reducing the degree of static instability at
the higher wd value. Again, in Table VI, CmzT, is strongly positive at low values of
wd, moreso than in the low turbulence case (Table II) indicating a dynamically
destabilising effect of turbulence intensity. At high wd, C z (Table VI) is negative
implying instability. These results show the profound effec f moderate levels of
free stream turbulence on container yaw stability. It is an area which requires
further extensive study.

4.3 CONCLUDING COMMENTS: PRESSURE TESTS

The tests described in this section have provided a great deal of information on
container stability and in particular how this is influenced by aerodynamic nonlinearity,
history effects and free stream turbulence. It is, however, appreciated that pressure
integration is not the most expedient means of obtaining derivative information: direct
force measurement or the decaying oscillation technique (where it is applicable) provide
much more rapid results, albeit with less understanding of the underlying aerodynamic
mechanisms.

5. DECAYING OSCILLATION TESTS

In order to confirm the variability with frequency parameter, wd, of the damping
derivative Cmz, a series of small amplitude decaying oscillation tests was conducted on
a 1' x 0.4' x .4 plywood model in the 3' 6" open jet wind tunnel. The tests were of a
straightforward nature and procedural details are omitted here in the interests of brevity.
A full description of the test procedure and instrumentation is to be found in Reference 1.
For the present purposes, suffice it to say that the governing equation of yawing motion
was assumed to be of the form

6 + B+ C6i 0 ............ ......................... (3)

wherein 6* = yaw excursion from equilibrium (near to *0 = 900, e0 
= 0),

B = {b - jpVh 2d2 Cmz}/Iz,

C = {W02 -JpV 2h2d C mz/Iz},

b = equivalent viscous damping coefficient of model suspension at V = 0,

W0 = circular natural frequency in yaw of model at V = 0 for b = 0,
and I = total moment of inertia of model and suspension about the yaw axis

(central minor axis).
The parameters b and w0 were determined from wind-off decaying oscillation tests and Iz
from a wind-off 'displaced frequency' procedure. The parameters B and C were determined,



for a variety of wd values, from wind-on decaying oscillation tests; hence the
derivatives Cmz and CmuL were finally obtained by difference. This procedure was
carried out (for 1801 < o) over a number of equilibrium configurations near to the
minimum drag position.

Such were the dynamic proportions of the model that the procedure outlined above
was conditioned towards accurate assessments of Cmz'; Cmz* being obtained with much
less resolution. That is, Iz and wo were chosen such that-smooth S.H.M. behaviour
obtained over the entire velocity range of the tests. This led to comparatively large
values of I. and hence to very small variations of C with windspeed. With such a
system, where the structural frequency wo predominates, controlled studies of the
damping, B, could be carried out under conditions of virtually pure damped S.H.M.
Values of Cmi could therefore be obtained with extreme rapidity - a small computer
program being used to calculate this derivative when digitised segments of wind-on and
wind-off decaying oscillation traces were provided as data.

Figure 24 presents the results from some of the decaging oscillation tests. It
should be noted first that the values of C ' for *, = 90 , 0o = 0 (minimum drag
position) are numerically larger than thosezfor cogresponding wd values) obtained
from the pressure integrations (Tables I and II). The reason for this is that the
present tests were performed at very small amplitudes while the pressure tests were
performed at amplitudes in exzess of 50 (Table I) and 100 (Table II); the nonlinearities
of damping as well as stiffness being very pronounced Bear to t~e minimum drag position
(see Figures 5 and 8). The same is true of the 00 = 90 , 0 = 5 case (Table III for
comparison).

The most significant features of the curves of Figure 24, however, are the dramatic
changes of Cmz with wd in the range 0.25 < wd < 0.4. These effects remain unexplained
except that one might expect small changes of phase angle to exert a significant moment
effect when the latter is very sensitive to the size of and pressures within the
separation bubbles on the side faces. (The phase angle referred to here is that between
the real flow characteristics at time t and those hypothetical characteristics which
would have obtained under static conditions for the container attitude evaluated at t).

Referring to the solid lines of Figure 24, which refer to *o = 900, it is seen that
the minimum drag configuration (line A) is the most unstable over the whole wd range.
The inshability ig reduced by provision of a = 5 (or - 50) incidence (line B). For
60 10 (or - 10 ), the 8ontainer is stabilysed provided wd < 0.25, (line C). This
provides the basis for 10 nose-down container carriage which clearly removes negative
damping in yaw at low values of wd . For higher values of wd, however, negative damping
again appears, so the nose-down solution is by no means a universal one.

Referring t8 the broken lines of Figure 211, which refer to the asymmetric container
position o = 95 , line A shows that this is much less gnstable than the minimum drag
configuration at low values of wd. Provision of 6, = 5 renders this configuration more0
unstable in yaw at low wd and less unstable at higfer wd values, (line B), while 60 = 100 _
yields less instability at all wd values. From the dashed lines, which refer to *o = 100,
the container is positively damped in yaw when 6o = 0,0 (line A), but is destabilised
progressively (lines B and C) as 0 is increased to 10

Laying aside the *o = 900, 60 - 100 case, increasing wd beyond about 0.45 is seen to
be stabilising in all cases. In general, the values of C , obtained at or near to wd =
(i.e. the quasi-static results) have little relevance wheeZtd is of the order of
magnitude usually encountered in practice (see Section 2).

6. FLOW VISUALISATION TECHNIQUES APPLIED TO THE 1:0.4:0.4 CONTAINER

Flow visualisation, in providing an understanding of the complex flow situations
obtaining around the container - while stationary and in motion, was a central feature
of the research effort. In this section, a very small batch of the results obtained is
presentei; fuller details being available on reference to the contract report,.

6.1 STATIC CASES

6.1.1 Surface Patterns

A 2' x 0.8' x 0.8' blackened plywood model was mounted in the 18' x 8' return
section of the large wind tunnel. 'Dayglo' pigment/paraffin mixture was applied to the
upper surface (usually a major face) and allowed to dry in the highest-speed flow
available. The surface etchings were then photographed in ultra-violet 'light and the
photographs subsequently analysed. The vast majority of the tests centred on the minimum
drag configuration; *J:= 90 , 6 = 0 and involved two free-stream flow conditions:
(i) Clean flow, and (ii) grid-generated turbulent flow at about 10% intensity.

The surface flow patterns obtained in these tests are summarised in Figure 25. In
clean flow at e = 0, the separatiog bubble is seen to extend to about half the container
length. As 60 Is decreased to - 15 , the extent of 8he bubble becomes less, occupying
about one quarter of the container ength at 6o z 15 . For positive 8 , the bubble grows
and ceases to exist at about eo = 8 . The effect of free stream turbulence is seen to be
to shorten the separation bubble and to increase to s~me 10 the incidence at which a
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bubble is still present. In order to supplement the above information, smoke and
helium bubble visualisation techniques were used to determine bubble height, the com-
plete results being summarised in Figure 26. Free stream turbulence is seen to increase
bubble height in roughly the same proportion that it decreased bubble length.

6.1.2 Smoke and Helium Bubble Studies

The investigations to determine separation bubble height were extended to provide
an appreciation of the entire flow field around the container model in the symmetrical
orientation where 00 = 90 . Initial tests were with smoke. In the 00 0 configuration,
smoke introduced at the leading edge was entrained into the bubble at a remarkably slow
rate. However, smoke introduced at the sides of the container near the leading edge
filled the bubble rapidly. The secondary vortex parallel to the leading edge (see
Figure 25) is clearly a stable arrangement relative to the major vortex 'pair' and the
direction of flow in this secondary vortex is therefore such as to carry fluid windward
along the surface and thence upwards and forwards towards the shear layer and the lead-
ing edge. When incidence was introduced (eo > 0), the rate of entrainment of smoke into
the bubble from the sides of the container was found to increase. For 60 > 80 the
upflow from the container sides meeting the streamwise air above the upper surface rolled
up into a streamwise vortex pair (c.f. Figure 25), one effect of which was to prevent the
shear layers generated at the leading edge from reattaching to the container upper
surface; i.e. the bubble as such ceased to exist.

In order properly to study the flow behaviour above the upper surface, the helium
bubble technique was employed in conjunction with selective halogen lighting. This
consisted of illumination of a vertical plane of small width and positioning this plane
so as to illuminate a given streamwise segment of the upper surface flow. Helium
bubbles were then introduced upstream and photographs taken of the segment of flow. A
typical set of flow sections for the case o = 90 , 60 = 0 is presented in Plate I. As
a result of the analysis of these and other segmental flow studies, an overall picture
of the flow processes around a stationary container was formulated (Figure 27).

6.2 DYNAMIC CASES

In order to distinguish the significant differences between the steady and unsteady
flows over a container model, it is necessary to capture the history of the flow whilst
the model is oscillating. Some cinefilm records were taken, using helium bubble visualis-
ation, but iii order to obtain good quality still photographs at representative positions
during an oscillation, a switching technique was evolved. A pentax camera was arranged
to be operated by a solenoid. The solenoid was first energised by closing a switch in a
circuit after the model had reached a steady oscillating condition, with final closing of
the circuit coming from a microswitch attached to the driving motor mechanism (on the six
degree of freedom rig, Section 4). The position of the microswitch was varied to provide
eight photographs at equi-spaced time intervals during an oscillation cycle. Illumination
was from a floor-mounted 250 W Halogen projector downstream of the model.

6.2.1 Pitch Oscillation

(a) Minimum Drag Configuration

Results are presented in Plates II and III for two frequency parameters, wd = 0.97
and 1.94 respectively, in pitch oscillation at 11.5 amplitude. At wd = 0.97, the
pictures resemble those for a steady model, but with some phase lag evident. The
separated region is smallest in positions (e) and (f), largest in (a) and (b), i.e. the
bubble size lags the motion by perhaps 7/4 radians. For wd = 1.94, the leading edge
bubble is smallest in (f) and (g) and the shedding of the separated flow can be clearly
seen. Starting from (g) and following through (h) and (a), the bubble can be seen to be
somewhat over half the model length in (b). In (c) and (d), the separated flow can be
seen to be extending to the leeward edge of the model and in (e) no longer separating
from the leading edge. In (f) and (g), the mass of fluid once in the bubble approaches
the leeward edge, passing that edge in (h) while another bubble is growing at the front.
The lag of bubble growth relative to the motion in this case approaches n/2 radians.

Much more detailed, segmental visualisation was performed for the above cases, but
the results are not included here for reasons of brevity. (See Reference 1 for details)

(b) Broadside-On Configuration

A limited investigation of this case was performed using smoke. This followed the
obtaining of the results of Section 4.2.3 (c) where the damping derivative was found to
change sign with modest variations of wd. For a static model, the flow separates from
all leading edges and contains the separated, or rather dead air, region behind the model.
The division between the two regions is essentially in line with the small side faces -
as sketched in Figure 28 (a). With changes of attitude, the side flow can re-attach,
with the division between the side flow and the base region still being in line with
the side face. With oscillation at moderate to high wd, there was evidence that
(i) the vorticity shed in the base region could 'lock on' to the model oscillation and
(ii) the line dividing the side and base flows changed for certain parts of the cycle to
being in line with the base rather than the side as indicated in Figure 28 (c). It seems
probable that the change from negative to positive damping with increase of wd is
associated with the latter of these factors.



13-22

,--Assumed, no separation

othemotical model

IFront Rear
-- -(L.Ej Position aon model (T.E)

- -~ - L~er surface at positive incidence
1c) Zero incidence - both~ surfaces

(insrumedt Lower surface at
assued _7! positive incidence

Bubble sction L
Vl --,

L.E. Position along model T.E.

FIGURE 27 Idealised Flow Patterns Over FIGURE 29 Mathematical Model - Static
Container Model at Various Pressure Distributions
Pitch Incidences 0
Ca) Approx. 0p 9 o0 0 0
(b) Approx. 0J 0 90go0 8 5 0Cm021 1
(c) o = go e > 10

(a,,

(a)

pC

(C)~~~~ C ahmtce oe

FIGURE ~ ~ ~-3 28EdFo1o rasd-nFGR 0 Mahmaia Moe 20 3op0io
Positionwith ENprDttNeE



13-23

6.2.2 Fore and Aft Oscillation (Minimum Drag Configuration)

While this case does not fit into the overall pattern of the investigation as
described in this paper, the results obtained are of great interest and two illustrative
figures are included here. Plate IV refers to wd = 1.94 while Plate V refers to
wd = 5.54 in an impressed fore and aft oscillation of amplitude 3.54 inches.

As the model moves rearwards at wd = 1.94, the separated flow collects and thickens
near the front until the rearward position is reached, plate (d). In (e), the separated
flow is shed with a new bubble growing from the leading edge. In (f), this flow clears
the rear of the model with evidence of a smaller secondary vortex of opposite sense being
shed later. For wd = 5.5h the same major features are evident, although in this case
the rapid rearward model rmovement can, for a short time, leave the separation bubble
ahead of the model.

7. MATHEMATICAL MODELLING BASED ON SIMPLIFIED FLOW ASSUMPTIONS

As mentioned previously Liu 5 used viscous crossflow theory successfully to compute
a set of quasi-static force derivatives for a 5:2:2 container, but this technique failed
to provide meaningful estimates of the moments owing to the profound influence of
separation bubbles on the latter. Rather than attempt to modify Liu's theory, which at
most would have provided linear quasi-steady moment derivatives, it was decided to use the
knowledge of experimental results (pressures and loop diagrams in particular) gained
herein to formulate a simple working model which would (a) provide quasi-steady linear
moment derivatives; (b) simulate the shape of experimental loop diagrams and (c) show
all the expected variations with frequency parameter. These studies were restricted to
the important case of pitch motions about an equilibrium position near to the minimum
drag configuration, *0 = 900, 0 = 0.

Following some preliminary calculations on conceptual mathematical models of
pressure variations along the upper and lower surfaces of pitching container, it was (on
the basis of wind tunnel pressure results) decided to model the pressure within the
separation bubble by a constant pressure value, which tails-off linearly aft of the
bubble to zero at the trailing edge. (See Figure 29(a)) No attempt was made to model
the pressure variation across the container. Static results were first computed for the
values of the parameters illustrated in Figure 29(b) chosen to give moments of the correct
order of magnitude. The results for pitching moment and lift are shown in Figure 3C,
these comparing favourably with measured values. The level of pressure within the tubble
was taken as Cp = - 1, according roughly with measured values. The variation of bubele
length with incidence also compares favourably with the experimental results (See Figur'e
31).

Detailed wind tunnel results with turbulence are not available, but indicacions are
that bubble length would be shorter, depth larger and levels of suction greater.
Computed moment curves for varying levels of suction within the bubble are shown in
Figure 32. This shows the same trend as inferred from experiment, i.e. a decrease in
static stability near to the minimum drag position for increases in bubble suction.

The modelling of unsteady flow required further assumptions to be made. It had
been observed that bubble size lags the motion giving, for incidence increasing, bubble
lengths shorter than those for the same attitude when static. Now the smaller bubble
implies a higher suction, partly to turn the flow round a smaller radius and partly to
entrain more air. It was assumed that the effect of lag could be computed by applying
a phase lag to incidence, computing bubble elngth for that incidence, and assuming that
length to apply at the correct incidence with a corresponding change of bubble suction
(Figure 33).

Results for oscillations of amplitude 150 and 300 and with phase lags of 0, 30, 60
and 90 degrees are shown in Figure 34. Points of interest, all in agreement with
measurement, are

(i) a phase lag results in unstable loops,

(ii) the energy input is stronger for smaller angles, and

(iii) a mean line through the loop shows increasing slope (decreasing static stability)
with increasing phase lag.

Note that phase lag, P, is simply related to frequency parameter, wd, by

wd a tan P

Now the loops formed are all destabilising, in no case having the stabilising sub-
loops observed in the experimental results (e.g. Figure 8). It should be noted, however,
that the only dynamic effect assumed can in no way represent conventional damping that
occurs, for example, with attached flow past streamlined shapes in pitching motion, or
with completely detached flows past bluff bodies in fore-and-aft motion. If this type
of damping is added, loops such as those shown in Figure 35 are produced. With increase
of conventional or viscous-type damping, he destabilising loop becomes progressively
more stable with, for the amplitude of 30 illustrated, stabilising subloops appearing
at the extremities of the motion.
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Figure 36 shows the effect of datum error. This is of interest in comparison with
the wind tunnel results of Section 4 indicating that certain asymmetries in the results
may be due simply to comparatively small changes in relative flow direction.

Finally, the bubble lengths implied in these models may be readily computed: these
are shown in Figure 37.

In summary, the highly simplified flow model seems to lead to lift, moment and
bubble characteristics that follow closely those obtained from experiment, in particular
representing many of the static and dynamic instability regions. The curious results
obtained for low frequencyparameters in the decaying oscillation tests (Section 5)
however are not explained by the simple model.

8. CONCLUSIONS

The extensive pressure and flow visualisation studies described herein have
revealed extreme complexity in the flow situation around a particular cargo container
shape. The separated flows may or may not reattach and will usually involve strong
interaction between component flows on normal streamwise faces. The dynamic tests
clearly showed pronounced history effects at very modest frequency parameters indicating
that it will hardly ever suffice to use quasi-static aerodynamic derivatives when
attempting to predict the stability of underslung bluff loads. Attempts to model the
flow by using simple, quasi empirical, mathematical expressions show considerable
promise, and it is felt that this will provide the most suitable means of representing
the complex, hysteresis bound, nonlinear aerodynamic characteristics for use in future
stability investigations. Alternatively, these characteristics might be represented
adequately by 'overall derivatives' measured on oscillating wind tunnel models, as
described herein. However, this would involve more dynamical testing to define 'overall
derivatives' as curve-fitted functions of amplitude as well as of frequency parameter.

Stability characteristics of the container have been shown to depend strongly on
free stream turbulence intensity, rendering it futile to attempt to predict full scale
container stability at low forward speeds and low altitude in a natural wind using
'clean tunnel' results.
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APPENDIX I CALCULATION OF 'OVERALL DERIVATIVES'

Consider the case of pitch oscillation impressed at circular frequency W, i.e.

8 = a cos wt + b sin wt .......... ...................... (4)

where it is desired to obtain 'overall' pitching moment derivatives. In general, the
pitching moment can be expanded in the Fourier series

M =A ° 0 + Aj cos jwt + Bj sin jwt ...... ................. .. (5)
j=l

where A f T(t)dt, A~ T M(t)cos jwt dt, B = M(t) sin jwt dt . . (6)r Ao  -o ), A it -o i o

where T = 2w/w = periodic time of impressed oscillation.

Now consider for simplicity data acquired over just one complete period of length
T = tp-to :-

to tI t 2  ...... tp

°  0 62. e...... ep
Mo  M1 M2  .......Mp

and define the column vectors Q {o, 0, ..., 6p1, M = {Mop MI, ... , Mp}

(7)Cj (cos J to, Cos j *t,, ... , cos jwt pI and S. (sin jut0 , sin jut1 , ..., sinj t p

For evaluating the integrals (6) above, Simpson's rule has been found to be entirely
adequate; the weighting matrix for this is simply W = Diag [i, 4, 2, 4, 2, 4 ..., 1] (8)
whereupon the integrals (6) become

A=-1 MT W

3p - -T -

A. = - MT W Cj j : 0 ....... ................... (9)
.J 3p - --J
B. 2 MT w . j * o
J 3P - -

where 1 = {, 1, ..., 1; (p+l x 1).

In the majority of the tests, the 6 motion was virtually pure S.H.M., but in any
event a and b in equation (4) were determined from

2 OT W C 1 2 eT3p w , b Z - S . . . . . . . . . . . . . . . . . . . ()

the higher harmonic coefficients a. - 2 eT W C, b. - 2 6T W S. being found in all

cases to be vanishingly small.

Now when assessing derivatives, one has only to take account of the harmonic
components of response, viz A, and B1, although for completeness the higher order
harmonic components A- and Bj for j > 1 were also considered as important indicators of
departure from linearity. From the linear expression

AC m = (MaC + M4&)/IpVzh 2d = [ M,(acoset+bainwt) + M&w(-asinwt+bcoswt)]/IpVzh2d

(Alcoswt + Bs1lnwt)/JpV
2h'd

one obtains on comparing coefficients

aA e bBCma = Ma/jpV~h2d -............................................ (11)

IpV h d(a +b )

bAl - aB1
Cm& M;/IpVh2d2 d.................. (12)

jpVh dw.(a b )

Note that in the above connotation, Cma embraces all in-phase components of 6Cm, includ-
ing acceleration effects, and Cm& embraces all quadrature components of ACm. As they
represent averages over, perhaps, large amplitude oscillations and are obtained on the
basis of fundamental harmonic balance, Cma and Cm& are termed 'overall derivatives'.
Cmj represents the area of a 'smoothed' loop diagram of Cm-v-6 .

The higher harmonic contributions to the derivatives are

• &A
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aA. + b, bA. - a .
C ___ ___ and C ljpV 2h 2d(a2 +b) m&j = 1pVh2d (a2  ; 21

Summing all significant Cm j terms yields the area of the actual loop diagram Cm-v-e.
In each of the many cases considered, values of j up to 4 were considered and several
of the derivates were found to possess significant higher harmonic components even
when impressed amplitudes were small.

The above procedure is obviously applicable to any combination of forces (or
moments) and displacements/rotations. The results presented in Tables I - VI were
obtained using the above procedure.
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SUMARY

Air Force Flight Test Center experience in the flight test determination of stability derivatives is
generalized in terms of the attainment of known benefits, and the practical and philosophical necessity
for the use of the technique ae discussed. Data from recent flight test programs is used to illustrate
that Stability Derivative Extraction (STABDEX) techniques result in savings of flight time, a significantly
better and safer flight test program and high quality data which would otherwise be unobtainable. Con-
cluding remarks discuss the importance of the technique for the flight testing of advanced designs.

INTILCION i

The Air Fbrce Flight Test Center has been engaged in the determination of the coefficients of "model"
equations (stability derivatives) which describe the flight characteristics of air vehicles since 1948.
From 1948 to 1961, no less than twenty two publications on the subject were authored by the National
Aeronautics and Space Administration(then NACA), the United States Air Force and other agencies (reference 1.

Researchers and "flight testers" alike recognized the advantages and benefits that could accrue from
a complete description of an air vehicle's stability and control characteristics. These included
(reference 2):

1. Improved verification of specification requirements,

2. An analytical model to facilitate flight test envelope expansion (primarily because of the
improved dependability of extrapolated flight characteristics),

3. A tool to implement the correction of deficiencies and the developmental optimization of the
vehicle,

4. A tool to more precisely implement the "standardization" of stability and control characteristic

5. The means by which engineering and operational simlators could be updated to more accurately
represent the air vehicle, and

6. The reduction of the amount of flight test time required to adequately assess the flight

characteristics of an air vehicle, resulting in a reduction of the cost of flight test development.

Despite the recognition of the desirability of accomplishing such a task, early parameter identification
efforts were limited to the synthesizing of major stability derivatives from data produced by small, linear
control inputs. The manual matching of analog computer outputs with flight test traces (Analog Matching),
using linear equations of motion was the most commonly used method of determining these major derivatives
(reference 3.) Although good results were (and are) achieved, this technique was time consuming and was
strongly dependent on the sophistication of the operator. The development of faster, more accurate methods
was recognized as being dependent on more accurate instrumentation of the flight variables and improved
mathematical techniques which would acccmmxiate the basically statistical and discrete nature of flight
test data.

Hindsight shows that the imperative nature of these developments was not universally recognized in the
flight test commity. Pilots and Flight Test Engineers were reluctant to depart from classical, proven,
methods and managers were hesitant to commit resources to a method of "unproven" value which appeared to
go beyond the requirements for a "demonstration" of characteristics. It was (and is) mandatory for us,
the advocates of quantitative descriptions of the stability and control and flying qualities characteristics
to demonstrate that these techniaues provide tangible cost and technical benefits over more qualitative
methods. Such evidence now exists and provides a ccmpelling motivation for the use of the technique. More
of this later.

THE REQUIRFEIT

As a point of philosophy, it is worthwhile mentioning that an "evaluation" of an air vehicle's character
istics may differ significantly from a "demonstration" of those same characteristics. Current U.S. Air Forc
guidance requires acquisition and test agencies within the Air Fbrce to evaluate, as well as demnstrate,
all new systems.1 To this end, all agencies are involved, jointly, fromienesis of a particular design.

1. See references 4, 5, 6 and 7.
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This involvement ideally continues until all production items, (and support equipment) are delivered to
the user. The determination of the "stability derivatives" of the air vehicle lends itself well to this
philosophy.

M1IOUXIKIES

The Air Force Flight Test Center has used several recent methodologies for the determination of the
"stability derivatives" of at least eight flight test vehicles. All of our early efforts utilized the
Modified Maximum Likelihood Extraction (NNLE) (Newton-Raphson) program developed by Richard Maine and
Ken Iliff of the NASA Dryden Flight Research Center (reference 8.) Although we now utilize four individual
methodologies to accomplish the task, an updated MWE is still used as the standard method of evaluation
and as a "baseline" when results are not as anticipated. Further local developments include a ormally
structured but highly versatile librar of operator selectable computer routines for the relatively rapid
determination of characteristic derivatives and for the confirnation of their validity; along with an
evaluation of the associated open loop parameters. This semi-formalized procedure and library has been
christened "SrADEUX' (which stands for STABility Derivative EXtraction and verification.) In a general
sense, our experience in the determination and use of flight test determined stability derivatives has
resulted in at least the partial achievenent of all those benefits previously mentioned. Several specific
lessons are worthy of mention.

RESLTS

Fran an implementation point of view, we feel that we have demonstrated significant reductions in the
amount of flight test time necessary to define the stability and control characteristics of an air vehicle.
During the evaluation of several prototype and production aircraft, records were maintained with respect
to the amunt of dedicated flight time devoted to classical stability and control maneuvers and those
flight hours devoted to stability derivative extraction (SrAB)EX) maneuvers.

TABE 1

A OOtPARISON OF CLASSICAL AND STAHDEX
FLIGUT REW1IREMEM FOR A TYPICAL 001NFIGURATICN

Classical STABDEX

Total Maneuvez 159(89) 117(53)

Total Flight Hours 20.8(11.7) 4.2(1.9)

Maneuvers per Flight Hour 7.6(7.6) 27.9(27.9)

Parameters per Maneuver 2.9(2.9) 10.5(10.5)

Parameters per Flight Hour 22(22) 293(293)

Note 1: Numbers in parentheses are for an idealized flight test program.

Note 2: Courtesy of Lt David Maunder, AFFIT/DOEEP.

Table 1 is a listing of the actual experience during one of these programs in which both classical and
SrAEX methods were used. The numbers in parentheses are an estimate of an idealized test program,
based on hindsight, which could have been flown to obtain the sane data. Tao points are obvious. The
first is that efficient test planning can effect a significant reduction in flight test time regardless
of the analysis method used. The second is that the total flight time can be reduced nearly 75% by the
application of STrAH techniques. It must be noted that the flight time indicated in the tables is not
exactly representative of the total flight time required since the evaluation of characteristics such as
the variation of pitch control force and deflection with velocity and certain roll performance parameters
mist be obtained by classical techniques. Similarly, in a properly implemented active control system, the
longitudinal short period frequency and damping ratios can only be quantified by STAeiEX techniques.

We have found that a second, somewhat complimentary, benefit of the use of SrABDEX techniques is the ease
with which the stability and control envelopes can be mapped, leading to a valid and efficient matrix of
flight test conditions (reference 9.) Since stability derivatives depend on Mach Number (M), Angle of
Attack (AGA), Angle of Sideslip (P), normal acceleration (g) and equivalent airspeed (Ve) (for a specific
configuration), the specification of flight test points becomes a matter of insuring that the Mach, AOA,
3, g and Ve envelopes are adequately covered. Special emphasis is placed on the predicted "boundaries"
6nd "limits". This is especially important in those areas where aerodynamic non-linearities or active
control system irregularities are anticipated. Figure 1 is a generalized representation of the "Flying
Qualitiee" envelopes used by the AFFIC. Representative test points are indicated. Note that the entire
range of each independent variable is explored. It is important to emphasize that some very important
independent variables, such as aggrevated control inputs, are not represented on this figure, and that
the figure is for one configuration only Both of these considerations became extremely important if
aerodynamic cross-coupling or significant changes in stability derivatives occur (reference 7.)

During the past decade the Dryden Flight Research Center and the AFFIC have determined stability
derivatives for a significant number of conventional and unusual configurations. Figure 2 presents a
summary of the maximum variation of predicted stability and control derivatives from those determined by
flight test for the X-24B, the F-111E, the X-15, the W2-F2, M2-F3, HL-I0, X-24A, F-15A, YF-16, and YF-17.
This compilation is not meant to be a criticism or condemnation of either flight test or wind tunnel results.

L .......
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but is intended to show that significant differences do occur between predicted and flight test values of
stability and control derivatives. The results, with respect to rotary derivatives, are not particularly
surprising. Flight test, wind tunnel and analytically estimated values of these derivatives all contain
significant uncertainty. The area of concern, in this author's opinion, is in the variation experienced
in the major derivatives. For instance, Figure 3 illustrates the estimated and flight test derived values
of the directional stability derivative C., for a fighter aircraft tested at the AFFrC. As the flight
test program progre-sed, tne differences in predicted and measured directional stability were noted and
the aircraft was placarded to an angle-of-attack limit which provided adequate static and dynamic directional
stability. In the course of the operational evaluation of the aircraft, however, it was inadvertently flown
beyond the placard angle-of-attack limit on two occasions; and on both occasions departed from controlled
flight. The data obtained during these departures indicates that the chosen limit was correct, and, in-
cidentally, filled in the curve nicely.

These two data points coincidentally provided us with a welcome confirnmtion of the versatility of the
Newton-Raphson (MMLE) methodology. In both cases, the first determination of the stability derivatives
was accomplished by an experienced flight test engineer using an analog matching technique. The data was
subsequently evaluated using the MMLE program, which duplicated the manually obtained results with
significant precision.

A final comment on the data of Figure 2 is in order. The "side force" data of columns 13, 14 and 15
indicates that estimates of aileron and rudder induced side forces can be significantly in error. Experi-
ence on recent programs at the AFFEC indicates that the magnitude of these side forces is extramely
important when designing toward or optimizing a precision, pilot-in-the-loop, nose pointing task.

It is an obvious, but sometimes neglected, fact that engineering and operational simulators must be
representative of flight hardware with respect to the implementation of the equations of motion and the
coefficients of these equa~ons. The foregoing discussion illustrates that flight test verification of
estimated characteristics is absolutely essential.

The determination of stability and control "limits" remains as a difficult, and sometimes hazardous,
task. Angle-of-Attack limits have been shown to depend on a fairly complex array of independent variables
including roll and roll-yaw coupling, control systen interactions and rate effects, as well as the effects
of aerodynamic non-linearities and apparent time dependency. Although we conventionally consider limits
to exist only at the extremes of attainable parameters, we have demonstrated departures well within
normally obtainable values of both angle of attack and sideslip, As an example, in the case of one side-
slip generated departure, a non-linearity (reversal) in roll-with-yaw (Ct0) was experienced at large side-
slip angles with near zero angle-of-attack at a mach number of 0.9. The rapid roll rate which resulted
subjected the aircraft to over seven negative 'g's. Fortunately, no damage was incurred by the airframe.
Subsequent evaluation showed that a departure area existed at the mid-point of the envelope, as shown in
Figure 1.

In the effort to more safely and effectively determine stability and control limits, the AFFIC plans
to implement a flight test mission complex in which engineering simulations can be operated simultaneously
with flight tests. We plan to utilize telemetered data from specified test points to evaluate, update and
extrapolate estimated characteristics. It is anticipated that this technique can further reduce required
flight test time and contribute toward safer and more effective flight testing for the determination of
aerodynamic limits.

THE FUTURE

The caming decade promises to be a productive and exciting time for air vehicle designers and developers.
The necessity to provide increased mission capabilities in more fuel efficient vehicles will require
significant aerodynamic sophistication, especially if Design-to-Cost formulae are enforced. Increased
dependence on active control systems and non- ventional configurations will tax our ingenuity and creativity.

The products of the next decade may also 4 esult in a basic change in the philosophical concept of
flight testing for adequate flying qualities. This will depend on the degree of sophistication (or con-
versely, simplicity) which is necessary to accomplish a mission. Unusual aerodynamic configurations and
active control systen(s) may require the establishment of tight limits to protect the airframe and the
crew, but these limits will have to permit operations at the limits of capability. The flying(or handling)
qualities and the departure resistance of these vehicles may be totally dependent on the quality of our
evaluation of the aerodynamic parameters: We must be ready to accept this responsibility; along with the
accolades which will certainly cae our way.
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AERODYNAMIC CHARACTERISTICS FROM DYNAMIC

FLIGHT TEST DATA

by

Kenneth W. 1liff
Aerospace Engineer

NASA Dryden Flight Research Center
Edwards, California 93523

USA

SUMMARY

There is a need to obtain estimates of aerodynamic characteristics from flight data. Advanced mathematical techniques
can provide the unknown coefficients that describe the mathematical phenomenon if the phenomenon can be accurately model-
ed. These techniques have proved successful in obtaining information from flight data where proven models are available. This
paper is intended to acquaint analysts working in ground testing and theoretical aerodynamics with the state of the art of
obtaining aerodynamic characteristics from dynamic flight data. The flight data analyst needs guidance from ground testing
and theoretical aerodynamic experts to properly define the necessary phenomenology for the high angle of attack flight regions.
When this phenomenology has been defined, it will be possible to obtain more useful information from the analysis of dynamic
flight data obtained in the high angle of attack regime.

SYMBOLS

All data are referenced to fuselage body axes according to right-handed sign conventions.

an  normal acceleration, g M aircraft mass, kg

ax  longitudinal acceleration. g Mr drag-rise Mach number ratio

ay lateral acceleration, g n state noise vector

b reference span, m p roll rate, deg/sec or rad/sec

CD coefficient of drag Pg estimated gust roll rate, deg/sec

CL nondimensional lift q pitch rate, deg/sec or rad/sec

CR nondimensional rolling moment 4 dynamic pressure, N/m 2

Cm nondimensional pitching moment R covariance of weighted residual
measurement error

Cn  nondimensional yawing moment r yaw rate, deg/sec or rad/sec

Cy nondimensional side force s reference area, m

c reference chord, m
T maneuver duration, sec

f( general function
t time, sec

G spectral density of measurement noise
u input vector

g acceleration due to gravity, m/sec
2

V velocity, m/sec
g () general function

X state vector
IX moment of inertia about roll axis,

kg-m y observation vector

propeller moment of inertia about roll Vt computed observation vector based on |
P axis, kg-m

z measured observation vector

Ixy cross product of inertia between roll
and pitch axes, kg-m 2  Kalman-filtered estimate of the

observation vector

IXZ cross product of inertia between roll
and yaw axes, kg-m angle of attack, deg

Iy moment of inertia about pitch axis, & angle of attack induced by vertical
kg-rM2  velocity component of turbulence,

deg or rad

/Z  moment of inertia about yaw axis,
kg-m 2  

C1 measured angle of attack, deg

cost functional Cangle of attack of principal axis, deg or rad
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P angle of sideslip, deg heading angle, des

4 estimated gust angle of sideslip, de OP propeller speed, rad/sec

8a aileron deflection, deg Superscripts:

6D differential tail deflection, deg matrix adjoint

6e  elevator deflection, deg derivative with respect to time

ar rudder deflection, deg Subscripts:

noise vector p, q, r, derivative with respect to indicated
a, , P, Sa ,  quantity

9 pitch attitude, deg 6e, br

vector of unknowns trim trimmed value

p atmospheric density, kg/n 3  wt wind tunnel

V bank angle, deg 0 bias

INTRODUCTION

Significant effort has been spent in estimating unknown aircraft coefficients, such as stability and control derivatives,
from dynamic flight maneuvers. The techniques used to estimate these coefficients are becoming increasingly complex; how-
ever, these techniques make if possible to obtain estimates of coefficients that in the past were nearly impossible to obtain.

This paper presents a survey of the investigations that have been undertaken to obtain estimates of coefficients from
dynamic flight maneuvers. One of the methods, the maximum likelihood estimation technique, is described briefly and some
of the successful applications of this technique at the Dryden Flight Research Center are presented, Possible techniques for
analyzing responses obtained in the stall/spin regime are discussed. Finally, recent data obtained in the stall/spin flight regime
are presented along with a discussion of how some basic results can be obtained with simple analysis techniques.

OVERVIEW OF AIRCRAFT COEFFICIENT ESTIMATION

The extraction of stability and control derivatives and other unknown coefficients or derivatives from flight data has
been of interest for many years (refs. I and 2). The derivatives are used to provide final verification of the predicted full-scale
aircraft aerodynamic characteristics and to verify the prediction techniques. The derivatives are needed to improve vehicle
design and to assist in the flight testing and verification of overall aircraft system performance (ref. 3). After the analysis
of the flight test data, the aitcraft utability and control characteristics can be compared with calculated derivatives and wind
tunnel predictions, and this comparison can be used to update prediction methods for the improvement of future aircraft
designs (ref. 4). Once an aircraft is built, the derivatives play an important role in the expansion of the flight test envelope
(ref. 5). As estimates of the derivatives become available, they are used to upgrade fixed-base simulators to assist in flight
planning and the modification of the aircraft control system (ref. 6). In addition, the flight-determined derivatives can be
used to establish compliance with the desired design specifications. Stability and control derivatives are also used to establish
the accuracy of airborne simulations (ref. 7) and to identify aircraft parameters for adaptive control.

Initially, fairly straightforward methods of manual calculations were used to obtain estimates of these unknown coeffi-
cients. These methods have evolved into a very complex application of advanced mathematical techniques requiring digital
computers. The advanced mathematical techniques can improve the efficiency of flight testing and can infer information
not obtainable from flight data by less sophisticated techniques. The maximum likelihood estimator (ref. 8) is one of these
techniques that has been successfully applied to the analysis of flight data (refs. 9 and 10).

The maximum likelihood estimator technique requires a mathematical model that adequately describes the phenomenon
being studied. The technique can be used to estimate unknown coefficients for either linear or nonlinear systems, although
its primary use to date has been for linear systems. Most of the proven formulations based on phenomenological considera-
tions that are available to the analyst have been linear. The definition of the drag polar from flight data is an example of a non-
linear formulation based on phenomenological considerations. If a phenomenon is not well understood, it may be possible
to gain insight into the proper mathematical model describing the phenomenon through the analysis of dynamic flight response
data. Great care must be exercised or the resulting mathematical model may be representative of only the response data used
to define the model.

Another type of model that occurs in the less well understood flight regimes, such as high angle of attack, is one that is
stochastic in nature. If the forcing functions are stochastic, and the model is otherwise known, then the basic framework for
defining the maximum likelihood estimator is available. If the unknown coefficients are stochastic, the procedure for extrac-
ting information from the data is not well defined. Although stochastic coefficients have been noted, it is difficult to discern
the difference between deterministic coefficients that are not general enough to describe the phenomenon and stochastic
coefficients. Some attempts are now being made to extract information from these less well understood flight regimes.

The following discussion is a chronological survey of the investigations that have led to the development and subsequent
widespread acceptance of the maximum likelihood estimation technique for aircraft coefficient estimation. The more straight-
forward deterministic analyses are discussed first, followed by a brief discussion of nondeterministic analysis. Most of the
investigations in estimation of unknown coefficients of general systems since 1960 have been surveyed in references I I to 13.
Some of the investigations in estimations of unknown coefficients from aircraft dynamic response data are contained in ref-
erences 14 and IS.
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Deterministic Analyses

The sophistication and complexity of methods being used to estimate the unknown coefficients from aircraft dynamic
flight responses has continued to increase over the past 30 years. In the late 1940's and early 1950's the frequency response
methods gained popularity in aircraft analysis as well as in other types of analysis. Steady-state oscillator analysis (ref. 16)
and Fourier analysis (ref. 17) are representative of the frequency methods. Use of these methods yields the frequency response
of the vehicle and not the coefficients of the differential equations. Attempts were then made to extract these coefficients
by selecting values of the aircraft coefficients that resulted in the best fit of the frequency response (refs. 18 and 19). Regres-
sion techniques, such as the linear least square (ref. 20) and weighted least square (ref. 19), were also applied to flight data at
about this time. Unfortunately, the regression techniques give poor results in the presence of measurement noise and yield
biased estimates. The time vector technique (ref. 21 ) has also been applied to flight data. It suffers because an incomplete
set of coefficients is obtained and the types of responses that can be analyzed are restricted to fairly simple motions.

Analog matching techniques (refs. 21 and 22) have also been applied to flight data. Analog matching is limited because
resulting estimates vary with the skill and technique of the operator. A summary of some of the early work and comparisons
of the various techniques are given in references 23 and 24. These comparisons show that a more complete method of identifi-
cation is needed.

In 1968, two independent studies (refs. 25 and 26) of obtaining aerodynamic coefficients by methods of nonlinear minimi-
zation without state noise (output error methods) were published. Reference 25 describes the use of the maximum likelihood
estimator with a modified Newton-Raphson technique (ref. 27) to obtain a complete set of aerodynamic coefficients from
flight data. Reference 26 discusses the results of using a quasilinearization technique (ref. 28) to estimate some coefficients
of an aircraft. One reason for the early success of these two attempts is that the previous research had furnished a well defined
model that adequately described the resulting motion of the vehicle. These two early results of aircraft identification by non-
linear minimization generated a renewed interest in analysis of flight data. A modification of the cost functional to include
a priori information was reported in reference 29. The minimization of this modified cost functional does not result in a
maximum likelihood estimator, as it is based on the joint probability distribution rather than the conditional probability.
The maximum likelihood estimation method has been successfully applied to a wide variety of vehicles, as described in refer-
ences 9, 10, and 30. Efforts similar to these have provided maximum likelihood estimation computer programs tailored to
suit specific aircraft applications. These programs are reported in references 31 to 34. Extensive experience has been obtained
using the maximum likelihood estimator technique on dynamic flight responses. These results have been obtained from in-
vestigations carried out at many installations. A sampling of these results are contained in references 3, 4, 14, 15, and 35 to
42. The NASA Dryden Flight Research Center has estimated stability and control derivatives from over 3000 maneuvers
performed by 30 different aircraft.

Another approach, similar to the output error methods discussed above, is the application of the Kalman filter (:ef. 43)
to obtain an estimate of the aerodynamic coefficients. Some of the early results obtained by the Kalman filter technique
were unsatisfactory; that is, the estimates of both the states and the parameters were biased and did not always converge to
reasonable results. Reference 44 showed that an improvement resulted from adding the derivative of the state. The Kalman
filter estimation technique can be shown for certain uses to be equivalent to some of the maximum likelihood estimator (out-
put error) methods. Reference 44 points out a weakness of the Kalman filter method in that it is dependent on the covariance
matrix obtained from the filter. Reference 43 offers a technique for obtaining estimates of the covariance matrix with a sub-
optimal Kalman filter. References 45 and 46 describe an application of the Kalman filter to provide the state estimates used
for the estimation of stability and control derivatives as well as of performance parameters.

Nondeterministic Analysis

To date there appear to be broadly two techniques for the estimation of systems with unknown stochastic inputs --the
Kalman filter or, more generally, the extended Kalman filter technique (refs. 43, 44, 47, 48, 49, and 50) and the maximum
likelihood technique (refs. 9, 10, 5 1, 52, and 53). Many of the precise applications of these techniques do not truly fall into
these classes, but tend to mimic one of these two techniques.

The general application of the extended Kalman filter is discussed in references 47 and 48. The extended Kalman filter
for the discrete case was applied to simulated aircraft data with a stochastic input, and the results are shown in reference 44.
Reference 49 presents a similar application to aircraft flight response data that shows inconclusive results because the stochastic
input is small and the system is nonlinear. Somewhat better results are given in reference 50 with an application of a greatly
simplified extended Kalman filter technique.

Reference 53 shows an application of the maximum likelihood estimator to response data of an aircraft flying in atmo-
spheric turbulence. The results are in agreement with results obtained for the same aircraft flying in smooth air that is, with-
out the stochastic input. More discussion of these results is presented in the Nondeterministic Estimation section.

Most of the successful extractions of unknown coefficients from aircraft dynamic flight response data have been based
on a simple linear mathematical model. This model has been found to be extremely good for obtaining stability and control
derivatives in stabilized flight at low to moderate angles of attack. The mathematical model has been defined by a standard
linear deterministic set of uncoupled equations with two or three degrees of freedom for the longitudinal modes and three
degrees of freedom for the lateral-directional modes. The next section discusses some of the recent investigations conducted at
the Dryden Flight Research Center that have successfully gone beyond the restrictions of this linear mathematical model.
As more of these restrictions are eliminated, it is hoped that information previously not obtainable from dynamic flight re-
sponses will become available for comparisons with calculated aerodynamic and wind tunnel predictions.

ESTIMATION OF AIRCRAFT CHARACTERISTICS

The estimation problem considered in this paper can be defined in general terms as follows: The system investigated is
assumed to be defined by the mathematical model which is described by a set of dynamic equations containing unknown
parameters. The actual system response to some input is measured. The values of the unknown parameters are then inferred
from the requirement that the model response match the actual system response. Formulated in this manner, the identification
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of the unknown parameters could easily be accomplished by many methods; however, complicating factors arise when applica-
tion to real systems is considered.

The first complication results from the impossibility of obtaining perfect measurements of the response of any Teal system.
The sensor errors are usually included as additive measurement noise in the dynamic model. Once this noise is introduced,
the theoretical nature of the problem changes drastically. It is no longer possible to exactly identify the values of the unknown
parameters; rather, the values must be estimated by some statistical criterion.

For discrete time systems, the theory of estimation in the presence of measurement noise is relatively straightforward,
requiring only basic probability. In continuous time, however, rigorously defining a useful probability measure requires con-
siderable background in functional analysis.

The second complication of real systems is the presence of state noise or unknown stochastic inputs. State noise is random
excitation of the system from unmeasured sources. Standard examples for the aircraft are buffeting and atmospheric turbu-
lence. When both state and measurement noise are considered, the continuous time theory involves extensive mathematical
background for a rigorous treatment. The algorithm that results, however, is actually simpler than the discrete time algorithm
and more versatile from several viewpoints. The results presented in this paper are based on the continuous time formulation
and discretized only at the stage of implementation on a digital computer. The theory will not be presented, but it is discus-
sed in detail in references 51 and 53.

The final problem to be faced for a real system is modeling. It is assumed throughout the above discussion that for some
value of each of the unknown coefficients, the system is correctly and exactly described by a simple dynamic model; therefore,
the question of modeling error arises. In this paper, modeling error is treated as state noise or measurement noise, or both, in
spite of the fact that the modeling errors may be deterministic rather than random. The assumed noise statistics can then be
adjusted to include the contribution of the modeling error. This procedure is not rigorously justifiable, but combined with
careful choice of the model, it is probably the best approach available.

The following section describes the method that results in the best compromise for estimating the unknown aircraft co-

efficients under the restrictions on the data discussed above.

Maximum Likelihood Estimation

The problem considered is: Given a set of flight time histories of an aircraft's response and input variables, find the values
of some unknown parameters in the system equations that result in the best representation of the actual aircraft response.
An intuitive mathematical approach to this problem is to minimize the difference between the flight response and the response
computed from the system equations. This difference could be defined for each response variable as the integral of the error
squared. These responses could then be multiplied by weighting factors proportional to the relative confidence in each signal
and summed to obtain the total weighted response error. This defines an integral squared error criterion.

A mathematically more precise probabilistic formulation can be made. For each possible estimate of the unknown param-
eters, a probability that the aircraft response time histories attain values near the observed values can be defined. The estimates
should be chosen so that this probability is maximized. This process results in the maximum likelihood formulation of the
problem.

The maximum likelihood estimation method (ref. 8) is one technique that can be used to estimate unknown coefficients
of a dynamic system. The mathematical model of this dynamic system may, in most instances, be described as

1 (t) f f(x, un, 0) (1)

y(t) g(x,u,t) (2)

z(t) =y(t) + ?(t) (3)

where

x state vector
u control vector

n state noise vector

y observation vector
z measured observation vector

i measurement noise vector

The maximum likelihood estimates are obtained by maximizing the log likelihood functional, the form of which depends
on the type of the dynamic equations. This is actually done by minimizing the negative of the log likelihood functional. If

* there is no state noise, the cost functional to be minimized is

-- r(0 - Y4(t)](GG')[z(t) - yt(t)]dt (4)

where G is the spectral density of the measurement noise. A more complete discussion of this cost functional is given in
references 8,9, 33, 54, and 55.

If the system to be analyzed is described by a linear set of dynamic equations that include state noise, the cost functional
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to be minimized is

T f -J 1z - - 2)dt + Trace (R) (5)

where is the Kalman-filtered (ref. 51) estimate of y and R is the covariance matrix of the weighted observation estimation
error. This algorithm (refs. 51, 53, 56, and 57), in contrast to the extended Kalman filter method, uses the Kalman filter to
estimate only the states and measurements, not to estimate the unknown coefficients. Equation (5) is equivalent to equation
(4) if there is no state noise because 2t is then equivalent to yt, and R is the null matrix.

Figure I illustrates the maximum likelihood estimation concept. The measured response of the aircraft is compared
with the estimated response. The difference between these responses is called the response error. The Newton-balakrishnan
computational algorithm (formerly referred to as the modified Newton-Raphson algorithm) is used to find the derivative values
that maximize the likelihood functional. Each iteration of this algorithm provides a new estimate of the unknown coefficients
on the basis of the response error. The new estimates of the coefficients are then used to update the mathematical model of
the aircraft. The updated mathematical model is used to provide a new estimated response and, therefore, a new response
error. The updating of the mathematical model continues iteratively until a convergence criterion is satisfied. The estimates
resulting from this procedure are the maximum likelihood estimates.

The maximum likelihood estimator also provides an estimate of the reliability of each estimate based on the information
content of each dynamic maneuver. The estimate of the reliability analogous to the standard deviation is called the Cramer-
Rao bound (ref. 8). This bound is sometimes multiplied by a scalar and is then referred to as the uncertainty level. The un-
certainty level has been found useful in assessing the validity of estimates (ref. 9). Recently, greater insight has been gained
into determining the scalar factor that relates the Cramer-Rao bound to the uncertainty level (ref. 10). The maximum likeli-
hood estimator and the Cram~r-Rao bound (uncertainty level) are used to assess the estimation throughout the remainder of
this section.

Deterministic Estimation

Linear Aerodynamic Mathematical Model

The linear aerodynamic mathematical model considered in the following discussion is defined by the requirement that the
first-order partial derivatives be used to describe the aerodynamic behavior of the aircraft. The differential equations of motion
used to describe this linear model are nonlinear in the kinematic coupling terms. These nonlinear five-degree-of-freedom equa-
tions of motion, which allow for nonzero IXZ and Ixy, are written as follows:

CV L + q + [cos (0) cos (p) cos (a) + sin (8) sin (a)] - tan (P)[p cos (a) +rsin (a)l (6)

-L=  C + 9L cos (0) sin (vp) + p sin (a) - r cos (a) (7)

I- rlXZ - 41xy = 4sbC 2 + qr(ly - IZ) + pqlXZ - rPlXY (8)

l - = -cC + rp( - Ix)+ r -p+ rplX (9)
N!Z - IXZ =sbCn + pq( X I - - qrlXZ + (p2 -q2)1 - qu)plx0

x ly) qrJ~ -q~~, -(10)

= q cos (q) - r sin (rp) (1)

= p + r cos (4p) tan (0) + q sin (cp) tan (e) (12)

The standard equations of motion are defined by ignoring the kinematic coupling. The underlined terms are omitted; the
remaining terms are linearized about average values of 0, 0, and a. If the aircraft is inertially symmetric in the horizontal
plane, the Jxy term is zero and the terms including Ixy disappear.

For the purposes of this paper, the linear expansions of the nondimensioaal moments and forces are written as follows:

CL CLaa +CL e + CL AP (13)

Cy = C Y 8 a08a  r + 8 r +Cy 0 + CYaa (14)

C=C P+C b ~+rb +C +
C p=C;p + Cer "W + C 8 8a0+Ce 8r 

8 r  + C  tq.+ Cea (15)

C Cm0 ~+Cem+ +C +C-'Cm +Cf#+CP (16)
Cm  CMaa mCqm Cm 8 e  m8  a C Mp r +CMP8e 8a

Cn- Cn + + 8a++C n a+C n r + Cno, +C + Cna (17)pn p Cr ,P9+ r 2+ n8 a 8r 0no qV a



The underlined terms are normally not included in the linear analysis when the data are gathered during stabilized flight at
low angles of attack. The underlined terms (referred to as the aerodynamic cross-coupling terms) are only needed when the
aircraft is expected to have aerodynamic cross-coupling between the longitudinal and lateral-directional aerodynamic modes.
For instance, these terms would be significant for an aircraft that is flying at high angles of attack or that is aerodynamically
asymmetric.

In the absence of either kinematic or aerodynamic cross-coupling terms, the equations can be divided into two sets-
that is, the two-degree-of-freedom longitudinal equations and the three-degree-of-freedom lateral-directional equations. The
longitudinal equations are defined by equations (6), (9), and (II) with 6 a , 6r , j3, p, and r assumed constant. The lateral-
directional equations are defined by equations (7), (8), (10), and (12) with 6e, 0, a, and q assumed constant.

The next two sections discuss the estimation of aerodynamic coefficients from dynamic flight maneuvers without and
with cross-coupling effects, respectively. The figures showing estimated stability and control derivatives presented in the re-
mainder of this section show each estimate of the unknown coefficient as a symbol with an associated vertical line indicating
the uncertainty level for that estimate. The longer the vertical line, the less certain the estimate (refs. 8, 9, and 10).

Examples without coupling effects

Many examples of obtaining maximum likelihood estimation of unknown coefficients from dynamic flight maneuvers
exhibiting no coupling are available in the literature. When coupling is present, the analysis becomes more difficult.

Evaluating aircraft scale effects: One way to assess the quality of flight estimates is to compare these estimates with
predictions from other sources. When making this comparison, great care must be taken to assess any possible sources of error
that may contaminate the estimates or predictions. Errors may enter into the flight-determined maximum likelihood estimates
from many sources, some of which are discussed elsewhere in this paper. Other sources of error are discussed in reference 54.
Sometimes, after all apparent sources of error have been investigated, differences between the estimates from different sources
still exist. Such differences have been observed when comparing wind tunnel estimates with flight-determined estimates. These
differences are frequently attributed to either scale effects or the differences in aerodynamic flow between the static wind
tunnel tests and the dynamic flight maneuvers. It is therefore of interest to compare flight-determined estimates from the same
configuration for two scales.

Stability and control maneuvers were performed in flight on both a full-scale highly maneuverable jet aircraft and a large-
scale unpowered remotely piloted vehicle (RPV) with the same configuration. The maneuvers on the jet aircraft were per-
formed at three engine mass flow rates to assess the effect of the propulsion system on the stability and control derivatives.
A complete set of stability and control derivatives were obtained for both vehicles using the maximum likelihood estimation
method. These derivatives were obtained on both vehicles over an angle of attack range of approximately -150 to 200. The
propulsion system appeared to have little effect on the derivatives. In general, very good agreement was found between the
estimates from the two vehicles.

Figure 2 shows the maximum likelihood estimates of CnP, Cnr, andCn6 r from the RPV. The vertical bars represent

the uncertainty levels. The fairing of the data was determined by considering the estimates with the smaller uncertainty levels
to be more reliable. Figure 3 presents estimates from the full-scale airplane of the same derivatives in the same format. The
various symbols represent various mass flow rates. The fairing from figure 2 is repeated in figure 3. The agreement between
the two vehicles is good for CnP and Cnr. The trend for Cn, is the same for both vehicles, but the full-scale airplane indicates

more rudder control effectiveness. There is no trend in CnS r for the full-scale airplane to indicate that an extrapolation

of the mass flow rates would account for the difference. Since C, and Cnr for both vehicles are in good agreement, it is

unlikely that an error in the moment of inertia in one of the vehicles would account for the difference. These results imply
the difference in Cn r between these vehicles may be attributable to scale effects.

Assessing angle of attack: Sometimes discrepancies between derivatives estimated from a given flight and the previously
available estimates can be explained by uncertainties in the measured angle of attack, am. This uncertainty can be resolved
by making an independent estimate of angle of attack. The angle of attack of the principal axis, o;0, can be estimated by using

the unknown coefficient sin a0 , which occurs in the lateral-directional equations of motion (eq. (7)). This coefficient is ex-
tremely important when no measurement of angle of attack is made. In this case, an estimate of angle of attack can be obtained
from sin a 0j so that the derivatives obtained from flight can be compared more meaningfully with derivatives obtained by other
methods. This technique for obtaining angle of attack is particularly effective when many maneuvers are available. Figure 4
compares sin a0 with am for a measured angle of attack range from -200 to 53° . The solid line corresponds to perfect agree-
ment between a0 and am. For the data plotted, the cross moment of inertia is approximately zero, so the principal axis is
nearly coincident with the body axis; therefore, a0 should equal am. As the figure shows, most of the data fall near the line
for a 0 equals am, verifying that the measured angle of attack is a fairly good indication of the actual angle of attack. As figure
4 shows, if no measurement of angle of attack had been made for this vehicle, the actual value of angle of attack could have
been determined fairly accurately from sin a 0 .

Determining translational acceleration derivatives: It is difficult to obtain the translational acceleration derivatives in-
dependent of the angular rate derivatives from dynamic flight maneuvers. These derivatives are difficult to obtain in flight
for the same reason they are difficult to obtain in standard wind tunnels-that is, translational acceleration and angular rate
are normally dependent variables. In flight, these variables are nearly dependent, but due to the normally small terms con-
taining g/V in equations (6) and (7), they are technically independent. This is a small effect, and therefore, determining
the effects of these two variables falls into the category of nearly dependent variables (ref. 54), making any meaningful es-
timate of their separate effects difficult.
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In the past, the sum of the two effects (translational acceleration and angular rate) has been deternned and the separate
effects then estimated by analytical means, just as was done with wind tunnel estimates. At relatively low angles of attack,
the analytical techniques usually indicated the translational acceleration effect was negligible; all of the effect was attributed
to the angular rate. Recently, renewed interest in the translational acceleration and rate derivatives has emerged due to the
predicted predominant effect of these derivatives at high angles of attack (refs. 58 and 59). If these derivatives are significantly
different from zero, then it is of great interest to know their value when conducting flight tests, as the resulting flight responses
are affected by them.

The appendix discusses several maneuvers that can be performed to allow the independent estimation of the translational
acceleration and angular rate derivatives. The appendix shows that two different maneuvers should allow separate estimation
of these derivatives. The first maneuver discussed in the appendix is an aileron roll that includes elevator pulses. The second
maneuver is accomplished by obtaining erect and inverted elevator pulse maneuvers at the same angle of attack and atalyzing
them simultaneously with multiple maneuver analysis (refs. 8, 9, 33, and 54).

To assess these two types of maneuyers, the T-37 twin jet aircraft was chosen because it is able to fly inverted and because
a complete set of flight-determined stability and control derivative estimates were already available for comparison (ref. 60).
To test the erect and inverted maneuver approach, four inverted and four erect loagitudinal maneuvers were obtained at the
same angle of attack. The maximum likelihood estimates were obtained for four pairs of double maneuvers (an erect maneuver
paired with an inverted maneuver).

The estimates of Cm. from all the maneuvers were in good agreement, which resulted in a small deviation. The Cramr-

Rao bounds obtained for each estimate were even smaller than the resulting standard deviations. Similar results were obtained
for Cmq * The consistency of the estimates, standard deviations, and Cramer-Rao bounds adds confidence to the meaningful-

ness of obtaining Cm. from this type of maneuver. The sum of Cm and Cm. obtained from the double maneuvers is approx-
o q a

imately equal to the value of Cmq + Cm. given by reference 60, as would be expected. Figure 5 shows a typical fit

of the double maneuvers obtained with the maximum likelihood estimator. The fit is very good. Another way to assess the
validity of the estimate of Cm. is to attempt the estimation based on the same maneuvers, forcing Cm. to be zero. Since

conflicting information is given for the damping erect and inverted (due to the CM contribution), the fit would be expected
to be poorer, resulting in a more poorly damped calculated response from the maximum likelihood estimator. The results of

this estimation are shown in figure 6 for the same two maneuvers. The estimated damping is obviously significantly lower in
figure 6 than in figure 5. In addition, note that the value for Cmq + Cm. is about the same as it was for Cmq alone in the

analysis that allowed Cm. to vary. It is important to note here that quality of fit, in itself, is not a good criterion for assessing

the desirability of adding a new term to the unknown coefficients being determined. In the example given here, the need for
Cm was strongly motivated from physical laws. Cmrn was also assessed on its agreement with the results given in reference 60

and on the size of the standard deviation and Cram~r-Rao bounds of the estimates.

It is of interest to see the resulting fit of the aileron roll maneuver. Tis very good fit is shown in figure 7. The analysis
of this maneuver would logically fall in the next section, as it is a highly kinematically coupled manuever; however, since it
is intended to enhance the information on Cm., it is included here for completeness.

Examples with coupling effects

As pointed out before there are basically two types of coupling, ';inematic and aerodynamic. In this section, an example
of kinematic coupling is studied first, and then an example of kinematic coupling along with aerodynamic coupling is examined.
Investigations of aerodynamic coupling are of great interest currently because aircraft flying at high angles of attack exhibit
aerodynamic coupling due to the effects of separated flow.

Response with kinematic coupling terms: Estimation of the aerodynamic coefficients is sometimes desirable in the pres-
ence of kinematic coupling between the longitudinal and the lateral-directional aerodynamic modes. Coupling usually occurs
during stability and control maneuvers when the vehicle cannot be completely stabilized. This lack of stability occurs fre-
quently during steady turns or high angle of attack maneuvers. If the measurements of the motions in the modes not being
analyzed are assumed to be sufficiently accurate, these motions can be treated as known. Therefore, the coupling terms appear
as known external inputs (eqs. (6), (9), and (11)) to the mode under investigation. The model is once again linear, and the
mayimum likelihood estimator can be applied and the additional terms treated as extra controls.

Figure 8(a) is a time history of a longitudinal maneuver during which lateral-directional motion was significant. The fit
of the flight and estimated data is not particularly good because the aircraft was at an extreme angle of attack and was difficult
to stabilize in the lateral-directional mode. Figure 8(b) shows the fit that results when the kinematic coupling terms are in-
cluded. This fit is considered exceptionally good for a high angle of attack maneuver, and the resulting derivatives are in good
agreement with derivatives obtained from maneuvers performed at the same flight condition but with little lateral-directional
motion at the same angle of attack.

Response with kinematic and aerodynamic coupling terms: ghe previous section showed the results that could be obtained
when the kinematic coupling terms were accounted for. This section discusses some of the results obtained from the oblique
wing aircraft (ref. 61). The oblique wing aircraft was a powered remotely piloted aircraft. A sketch of the vehicle is shown in
figure 9.

The oblique wing aircraft configuration is of current interest because of its potential for transonic drag reduction and cor-
responding fuel savings. Before the oblique wing concept can be developed to its full potential, it is necessary to develop
techniques to verify the asymmetrical aircraft's aerodynamic characteristics in flight. The maneuvers obtained from the oblique
wing aircraft were analyzed by using a technique similar to that used to account for the kinematic coupling in the previous
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section. In addition to this, the underlined terms (aerodynamic coupling terms) in equations (13) to (17) were allowed to vary.
The estimation was done with the two-degre-of-freedom longitudinal and the three-degree-of-freedom lateral-directional
equations of motion. Therefore, as described in detail in reference 61, the state variables used to determine the aerodynamic
coupling terms were the measured values. A complete set of stability and control derivatives including the aerodynamic coup-
ling terms were successfully determined. Figure 10 shows the comparison of the estimated values from flight with the wind
tunnel estimates obtained for wing skew angles of 00 and 450 for the aerodynamic coupling terms Cm  and Crp. There is6a
reasonable agreement between the two sets of estimates. These derivatives are important when leaving or entering a turn.

The analysis above is for estimating stability and control derivatives for an asymmetric aircraft. At high angles of attack,
the cross-coupling terms result from separated flow, but the resulting flight responses are similarly affected. By using the
same technique used in reference 61, it is hoped that in some instances the cross-coupling terms can be estimated from dynamic
maneuvers at high angles of attack.

Nonlinear Aerodynamic Mathematical Model

The previous section discussed the techniques that can be applied to flight data to make the correlation of flight estimates
with other predictive estimates more valid. This section discusses two analysis techniques that can be used to aid in correlating
flight estimates with other predictive techniques when it is known that the mathematical model is nonlinear-that is, the form
of the model is based on sound physical principles or on independent measurement.

Example of unknown nonlinear model

An instance for which no proven model exists is when maneuvers are performed at high angles of attack. One way to treat
this problem, when perturbations about the nominal are small, is to assume that the system is still described by the linear
equations of motion. For example, the pitching coefficient, Cm, as a function of angle of attack is quite nonlinear over a
large angle of attack range. If the change in angle of attack can be kept small enough for a given flight condition, the derivative
Cma can be estimated and plotted as a function of angle of attack. Figure I I shows Cm. as a function of angle of attack for

an angle of attack range from -20* to 50*. The estimates show a consistent trend which is in fairly good agreement with the
wind tunnel estimates. Therefore, by linearizing for small excursions from the nominal condition, a linearly approximated
model can sometimes be used where there is no known nonlinear model.

Example of known nonlinear model

Sometimes the linear model of the aircraft becomes inadequate, and the nonlinear model is known but cannot be put
into linear form. For example, to obtain drag information from a dynamic flight maneuver it is necessary to include the non-
linear drag polar in the model. The nonlinear model for the estimation of the lift and drag coefficients is derived in refer-
ence 55, and the complete set of results is given. The equations of motion are now nonlinear in the state variables, so they
are more complex than those described in equations (6) to (17). Although the equations are nonlinear, they still fit the general
form of equations (1), (2), and (3); therefore, the cost functional given by equation (4) can still be used to obtain the maximum
likelihood estimates.

To obtain estimates of the drag polars, pushover-pullup maneuvers were performed in flight. Figure 12 is a comparison
of longitudinal maneuver data and data computed on the basis of estimates from a nonlinear model for the algorithm just
discussed. The fit is excellent. The drag polar obtained from this maneuver is compared in figure 13 with wind tunnel estimates
of the drag polar. Agreement is reasonably good.

To assess the usefulness of the maximum likelihood estimation technique for obtaining drag information from dynamic
maneuvers, the maximum likelihood estimates were compared with the wind tunnel estimates as a function of the drag-rise
Mach number ratio at four constant lift coefficients. Drag-rise Mach number ratio, Mr , is calculated by dividing Mach number

b) the wind tunnel estimate of the drag-rise Mach number at a lift coefficient of 0.25. The drag-rise Mach number is defined
aCD

as the Mach number where 8Mach number = 0.1. The maximum estimates of the trimmed drag are compared with wind

tunnel results in figure 14. The dashed line is a fairing of the maximum likelihood estimates (similar to those shown in fig. 13)
obtained at various Mach numbers. general, the comparison is good and indicates that the drag-rise Mach number determined
by the maximum likelihood estima. technique is somewhat lower than that determined by the wind tunnel estimates.

Nondeterministic Estimation

All the analysis discussed previously was based on estimating coefficients from deterministic mathematical models. If the
vehicle is known to be in the presence of unknown stochastic inputs, then the problem can no longer be put into a completely
deterministic form. In this section, the analysis of two examples with unknown stochastic inputs are discussed-an aircraft
flying in turbulence and an aircraft experiencing wing rock at a high angle of attack.

Analysis Including Atmospheric Turbulence

Aircraft cannot always avoid flying in atmospheric turbulence, so it is desirable to be able to obtain stability and control
derivatives in the presence of turbulence. In addition, it can also be important to obtain an estimate of the turbulence time
history. The technique described in references 51, 53, 56, and 57 can account for the effect of turbulence. With this technique,
maximum likelihood estimates of the stability and control derivatives as well as estimates of the turbulence time histories are
obtained by minimizing the cost functional given by equation (5).

Figure 15(a) is a comparison of the longitudinal flight response obtained in atmospheric turbulence with the estimated
response obtained with the maximum likelihood estimator of equation (4). The fit is obviously unacceptable as wer, the
estimated coefficients (refs. 53 and 57). The data shown in figure 15(b) were analyzed using the maximum likelihood estimator
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that accounts for the unknown stochastic input by minimizing the cost functional of equation (5). The fit that results is vir-
tually perfect. The resulting estimated coefficients were also shown to be very close to the estimates obtained while flying at
the same flight condition in smooth air (refs. 53 and 56). The estimated spectrum of the unknown stochastic input was also
in excellent agreement with the theoretical Dryden spectrum for atmospheric turbulence (refs. 53, 56, and 57).

To show the general applicability of the algorithm, a similar test was made on lateral-directional flight data obtained in
atmospheric turbulence. Figure 16(a) shows the results when the estimator does not account for the unknown input, and
figure 16(b) shows the results when the estimator does account for the unknown input. The fit shown in figure 16(b) is vir-
tually perfect, and the maneuver provided acceptable estimated coefficients and good agreement with the theoretical power
spectrum (ref. 10).

It has been shown that the maximum likelihood estimator that accounts for turbulence (eq. (5)) provides a good fit for
both longitudinal and lateral-directional maneuvers obtained in turbulence. In addition, the resulting estimated stability and
control derivatives and the estimated spectrum of the turbulence were found to be in good agreement with other techniques.

Analysis Including Separated Flow

Another situation in which the aircraft is driven by an unknown stochastic input is when the aircraft is flying with sep-
arated flow. Although there are many causes of flow separation, the time at which the separation occurs and the frequency
with which it occurs are apparently random. Thus, little can be done to extract meaningful stability and control derivatives
unless the separation is mild enough to permit a known model to approximate the overall resulting motion adequately. Fig-
ure 17 shows data obtained during a period when flow separation was known to exist. These data are compared with data
computed from the maximum likelihood estimates obtained by using equation (4). The fit, although sometimes poor, indicates
that the computed data approximate the flight data. Therefore, a fairly good linear approximation of the data was obtained
with flow separation. The separation shows as a poor fit in roll rate, but the resulting estimated coefficients agreed well with
those obtained when aerodynamic separation was not evident. The effect of separated flow shown in figure 17 is mild. Where
separated flow becomes predominant at very high angles of attack, the cross-coupling terms from the lateral-directional modes
need to be included. These types of problems are currently being studied. The estimator that accounts for an unknown
stochastic input (eq. (5)) also may serve as a useful tool in analyzing data obtained where the flow is predominantly separated.
Analyses of this type are now being conducted on maneuvers obtained in the stall/spin flight regime.

ESTIMATION AT HIGH ANGLES OF ATTACK

The problems that have been discussed in this paper have had quantitative solutions that were in some sense satisfactory.
There are, of course, far more problems in the physical world that have no satisfactory quantitative solutions. Frequently, no
apparent quan-titative solutions exist because no model that is satisfactorily precise has been proposed. High angle of attack
problems are understood in a qualitative sense, but no exact model that will serve the flight data analysts in all eventualities
has been defined.

It is well known that when flying at high angles of attack small changes in the flight condition can result in large changes
in the resulting forces and moments on the aircraft. This phenomenon has many qualitative explanations, such as flow sep-
aration, vortex shedding, asymmetric vortex shedding, and vortex bursting. However, none of these explanations are of much
immediate use to the analyst of flight data. These phenomena are very difficult to study from any point of view, but simula-
tion and wind tunnel studies at high angles of attack can be better controlled than studies performed in flight. Reference 62
points out some of the recent successes and remaining difficulties encountered in these types of studies at high angles of attack.
Before much progress can be made in analyzing flight data at high angles of attack, the flight data analyst must await further
guidance from the theoretical aerodynamicists and wind tunnel testing experts on how to best model the phenomenon. The
problem faced in the analysis of high angles of attack flight data is that the aircraft behaves in a highly dynamic, highly variable
manner. No good general models exist. The vehicle appears to behave differently at different times at essentially the same
conditions. Without a suitable model, the flight data analyst is forced to resort to ad hoc techniques, such as infinite power
series expansion and spline fitting procedures (refs. 63, 64, 65, and 66). The explanation in the following section concerning
the difficulties facing the flight data analyst may help clarify the problem.

Definition of Stail/Spin Modeling Problems

When studying responses obtained at high angles of attack from a purely analytical point of view, the problem can be
treated as deterministic. With existing theory, a model that predicts the overall reaction for each consecutive time interval
can be stated or simulated. The analytical solution from this deterministic approach is plausible and results in responses that
realistically represent the actual problem.

The problem becomes completely different when its inverse is viewed. The resulting flight response is given, and the
task becomes one of determining what values of the unknown coefficients of some unspecified model would account for the
given response. The analyst is then faced with a problem for which there is little precise physical insight. In addition, the
flight data are transient, so little information is contained in any one maneuver. The analyst then tries to model the problem
with a high-order power series, since it is well known that any finite set of data can be fit to any degree of accuracy if one is
willing to use enough terms in a power series.

References 63 to 66 are examples of studies done to try to perfect the technique of selecting the most meaningful terms
in a power series. Some frustration results from trying to use these power series, since frequently the problem is not really
deterministic. The problem is perhaps deterministic, in a very large sense, but it become- a problem involving stochastic co-
efficients (or at least an unknown stochastic input) when realistically sized. That is, repeating an experiment with exactly the
same initial conditions and exactly the same known inputs to the system results in a completely different response. Solving
the inverse problem under these circumstances will result in two completely different power series with very little, similarity
in the values of like coefficients and probably a different set of significant terms in the power series. Therefore, the analyst
ends up with little information that can be used to provide a meaningful mathematical model to describe a phenomenon in
general. Since it appears that there are many problems that are of current interest that fall into this class, a philosophy needs
to be developed on how to approach problems without appropriate phenomenology. In the future, theoretical or experimental
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results that remove a given problem from the above confusion may develop However, until this happens, a procedure is needed
to obtain the most meaningful results when analyzing problems of this sort.

To avoid meaningless results, the following guidelines are proposed ,or application to the analysis of problems requiring
a power series expansion solution. If the resulting model does not satisfy all these guidelines, the results may be meaningless.
When evaluating the estimates obtained from flight test data for comparison with other estimates, the analysis should be scru-
tinized to see if these guidelines were applied.

0 The higher order statistics of the estimated coefficients of the power series (such as f tests) must indicate that the
estimates are valid.

* The quality of the fit must be good, and even small discrepancies must be explained since these discrepancies can
result in serious misinterpretations of nonlinear systems.

* The simplest model that adequately fits the data should be chosen; a more complex model cannot be justified.

* A consistent trend must result for each estimated coefficient as each independent variable is changed.

* A plausible physical explanation for each resulting model should be found.

* The resulting model must be evaluated on a completely independent set of data.

References 63 to 66 report results of applying one or more of these rules to data obtained in the high angle of attack
regime. This regime is also being investigated at the Dryden Flight Research Center, and all these guidelines are being applied.
In the high angle of attack regime, it is sometimes possible to describe the flight responses with relatively simple models. The
application of the other guidelines becomes fairly straightforward once the model has been simplified. The following section
discusses some of the results obtained with the simplified model approach.

Investigation of Stall/Spin Characteristics at the Dryden Flight Research Center

A program is underway at the Dryden Flight Research Center to investigate the flight characteristics in the stall/spin flight
regime. Some information has already been obtained in the stall region at angles of attack up to 55. The analysis was con-
ducted with a linearized model of the equations of motion. Some results of the analysis of data obtained in the stall/spin
regime are given in reference 3. In addition, analysis is being attempted on data obtained in the wing rock region, which allows
unknown cross-coupling terms and stochastic inputs.

Investigations are also in progress to analyze data obtained while an aircraft is in a spin. The approach being taken for
these investigations is to start with the simplest model possible. Then, as the need arises and the system being studied becomes
more general, the model is made more complex. The steady-state spinning condition appears to be the simplest dynamic system
to model in the stall/spin regime because the kinematic terms equal the aerodynamic terms of equations (6) to (12) in a steady-
state fashion. The steady-state spinning condition is established when the controls have remained at a fixed position allowing
the vehicle to stabilize in a smooth mode with little variation in the response variables. Then the steady-state aerodynamic
effects can be approximated by equating them to the kinematic effects (which are known). This steady-state condition can also
be analyzed in rotary balance tunnels where the effects of changing variables on the forces and moments can be investigated.
With these predicted parameters from the wind tunnel as starting values, the necessary adjustments can be made to the flight
estimates to match the flight responses. Once this problem has been solved, small perturbations about the steady-state spinning
condition can be made and their effects can be estimated. This approach can be expanded to the point that much of the spin-
ning phenomenon observed on the aircraft may be explained and accounted for. The flight vehicle being used is the spin re-
search vehicle (SRV) described below.

Spin Research Vehicle Description

The spin research vehicle (SRV) is a large-scale unpowered remotely piloted vehicle that is representative of current high
performance fighter aircraft. The SRV is 7 meters long with a span of about 4 meters. The vehicle instrumentation consisted
of the standard package used for the measurement of altitude and airspeed, three axis angular rate gyros, attitude gyros, linear
accelerometers along with control position transducers, and boom-mounted angle of attack and angle of sideslip vanes. Pres-
sure sensors mounted on the nose, wings, and stabilizers, and tufts on the aft portion of the vehicle are included for flow visuali-
zation. The data are acquired by means of a pulse code modulation system at 200 samples per second. The control system is
implemented on a ground-based computer to allow the investigation of various spin avoidance and automatic spin recovery
techniques. Aerodynamic modifications can be made to the vehicle to observe the effects on the stall/spin characteristics of
the vehicle.

Stall/spin Results

The smooth spin modes referred to previously were obtained from the SRV. The most repeatable quantitative spin char-
acteristic is the zero control smooth spin mode. This is the stabilized condition of the aircraft when it remains in a spin with
the lateral-directional controls set to zero. The important responses depicting a zero control smooth spin mode are shown for
the SRV in figure 18. An example of perturbations about these smooth modes can be seen in figure 19, where a control pulse
was put in after the vehicle had been stabilized in a zero control smooth.spin mode. It is hoped that with pulses of this sort,
a fairly linear perturbation model can be defined and the aerodynamic characteristics can be estimated with the maximum
likelihood estimator. The results from this analysis can be compared to the results being obtained with computational aero-
dynamics and with the rotary balance wind tunnel tests on the SRV configuration.

One of the reasons the steady-state spin is being investigated first is that this appears to be repeatable from flight to flight.
The spin entries are not as repeatable even when the initial inputs and conditions are fairly closely matched. It is hoped that
the entries can be investigated more completely by allowing unknown stochastic inputs to be determined during the entry while
trying to determine some of the more important aerodynamic characteristics.
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The SRV has different spin characteristics for spins to the left and to the right. This is probably caused by the asymmetric
shedding of the vortices caused by a slight misalignment of the nose. Figure 20 shows the effect of this spin asymmetry for
left and right spins with nearly identical control motions (the lateral-directional controls have the same magnitude but are
opposite in sense). The figure shows that the vehicle spins much more readily to the right than to the left: To reach a yaw
rate of 100 degrees per second when spinning to the left, the SRV takes twice as long as it takes to reach the same yaw rate
when spinning to the right.

The effect of the asymmetry can also be seen in terms of the two primary variables that define the spinning condition
yaw rate and angle of attack. The zero control smooth spin modes (such as those shown in figs. 18 and 19) can be repeated
during a given flight and from flight to flight. There may be one or more such modes for a given aircraft configuration; how-
ever, the same combination of yaw rate and angle of attack is repeatable again and again. An example of this repeatability
is shown in figure 21, where the vehicle attains the same zero control smooth spin mode twice during the same flight. The
yaw rate and angle of attack are the same for both steady-state spin conditions. The same mode was indicated on several
other flights as well.

Research is just beginning to extract information from spins that may help in the understanding of the phenomenon.
The preliminary results shown here give examples of some of the characteristics that can easily be investigated. This is an
example of one area where investigations are being carried out. However, these results are just a start and much more must
be done to define satisfactory models in the stall/spin regime.

CONCLUDING REMARKS

Much of the estimation of aerodynamic characteristics from dynamic flight maneuvers has been confined to analysis
of the linear aircraft mathematical model. Some success has been achieved in obtaining estimates of characteristics where the
model is nonlinear or nondeterministic and the phenomenon being analyzed is fairly well understood. Attempts are being
made to obtain information from flight data in the high angle of attack regime. These attempts suffer from the lack of physical
insight into the phenomenon being analyzed, so very minimal results have been obtained from flight data to date.

Some flight results obtained at the Dryden Flight Research Center indicate that analysis techniques currently available
can be used to extract basic stall/spin characteristics from responses obtained in the stall/spin regime. The more complex
problems in the stall/spin regime still remain. Therefore, the flight data analyst needs guidance from wind tunnel and theoret-
ical aerodynamic experts to properly define the necessary phenomenology. When this phenomenology is defined, more useful
information will be obtained from the analysis of flight data obtained in the high angle of attack regime.
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APPENDIX

Methods of EstimatiTg Translational Acceleration Derivatives

The translational acceleration derivatives are of general interest, especially if they are sufficiently large because they
impact the comparison of many of the stability and control derivatives obtained from flight with those obtained from wind
tunnels. This impact is most easily seen in the translational acceleration derivative Cm. and its effect on C,, The C in

Psc mu m
equatiop (16) can be estimated from flight data and is actually Cmawt 4-

- CL, Cm,,where COwt is the value that would

be obtained from a wind tunnel. In the past, with CM& assumed to be appropriately zero, the C measured in flight was

roughly equivalent to that measured in the wind tunnel. If Cm. is other than zero, the flight Cm must be corrected to be

comparable to the wind tunnel value. To make this correction, it becomes necessary to have an estimate of Cma.

Three methods of estimating Cm. from dynamic flight maneuvers can be envisioned:

I. Estimate C%& independent of Cmq for an aircraft flying in turbulence (ref. 53) where the & is quite independent

of q.

2. Estimate Cm,, at high and low altitudes at the same angle of attack so that the flight estimate of Cma will change

as a function of atmospheric density.

3. Design an aircraft maneuver in smooth air that forces 61 and q to be independent.

The first method seems to be a sound way of estimating Cm& but this may not be the same Cm. that is desired for stand-

ard aircraft maneuverinng That is, the Cm. obtained in turbulence may be the result of a different aerodynamic interaction than

the one obtained fornormal flight maneuvers. At the very least, since Cm. is predicted to be frequency dependent, the fre-

quency range of o in turbulence is much different than the frequency range in normal aircraft manuevering.

The second method, that of performing similar maneuvers at different altitudes and calculating the Cm. that would be

required to make the difference in Cma, is not very direct, but may be a way of checking the values obtained by other flight

test and analytical means. It should be pointed out that aerolastic effects are often evaluated by comparing estimates obtained
from similar maneuvers at different attitudes. Some of the differences in the estimates may be attributable to Cm.

The third method, that of designing new aircraft maneuvers to force & to be independent of q, appears to be the most
promising. There are three types of maneuvers that should force c to be independent of q, all of which force the g/ V term in
equation (6) to actually act as an independent input. The three methods are: (1) to perform a more or less parabolic trajectory
at constant angle of attack to get the maximum change in 0; (2) to perform aileron rolls while pulsing the elevators; and (3) to
perform erect and inverted conventional elevator pulse maneuvers at the same angle of attack, and to use multiple maneuver
analysis as discussed in references 8, 9, 33, and 54. The first method does not create as much difference between a and q as do
the second two.

The second maneuver type may be easier to perform than the third type, but the second type will require the use of the
cross-coupling terms and will result in a gradient in angle of attack across the span. With either of these methods the sum of
C and Cmq should be the same as the value obtained for Cmq when & and q are nearly dependent. The same considerations

given to Cm& apply to other translational acceleration derivatives.
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SUMMARY

The Fighter CCV YF-16 testbed aircraft completed an 87-flight 125-hour test program

in June 1977. The aircraft achieved higher levels of direct force control than had pre-
viously been flight tested. Direct sideforce levels up to 0.9g were reached on the CCV
YF-16 through the twin vertical canard/rudder combination. Direct lift levels of ±l.2g's
were obtained from the flap/horizontal tail combination. These direct force capabilities
were used to implement six unconventional control modes on the aircraft, consisting of
flat-turns, decoupled normal acceleration control, independent longitudinal and lateral

translations, and uncoupled elevation and azimuth aiming. The aircraft was also flown
at a range of center-of-gravity positions corresponding to subsonic static margin levels
from 2% stable to 12% unstable to investigate performance and flying qualities sensitivi-

ties to degree of relaxed static stability. The flight test program, and supporting wind
tunnel testing, produced a wealth of data concerning the complex aerodynamic interactions
between the force and moment producers on a Control Configured Vehicle design. This
paper documents the specific aerodynamic coupling effects observed during flight testing

of the CCV YF-16. These interactions were prime factors in determining the viability of
the unconventional control concepts investigated.

LIST OF SYMBOLS

aangle of attack

8 angle of sideslip

CCV Control Configured Vehicle

c.g. center of gravity

C1  rolling moment coefficient due to sideslip angle (dihedral effect)
8

Cm pitching moment coefficient

Cn, yawing moment coefficient due to sideslip angle (directional
stability)

Cn DYNAMIC dynamic directional stability coefficient

Cn SVC yawing moment coefficient due to vertical canard deflection

SH horizontal tail (stabilator) deflection

6TEF trailing edge flap deflection

Svc vertical canard deflection

A increment or change

defl deflection

deg degrees

DLC difect lift control

DN down

DSFC direct sideforce control

FWD forward

F.S. fuselage station

fps feet per second

ft., FT. feet

g acceleration due to gravity

H.T. horizontal tail (stabilator)
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in., IN. inches
Ix  aircraft moment of inertia about the longitudinal axis

I, aircraft moment of inertia about the vertical axis

L/D ratio of lift to drag

m meters

MAC mean aerodynamic chord

Ps specific excess energy

REF reference

RMS root mean square

RSS Relaxed Static Stability

sec seconds

S.S. span station

T.E. trailing edge

V forward velocity

V.C. vertical canard

W.L. water line

1. INTRODUCTION

The Fighter Control Configured Vehicle (CCV) YF-16 testbed aircraft (Figure 1) com-
pleted an 87-flight 125-hour test program in June 1977. The purpose of the Fighter CCV
Program was to demonstrate specific new control degrees of freedom incorporated in an
existing high-performance fighter and to quantify the advantages of Relaxed Static
Stability (RSS). This program offered the first true test of decoupled, six degree-of-
freedom flight path control. The ability to decouple the translational and rotational
degrees of freedom and to exercise independent control of each can create unique maneu-
vering capabilities. Application to air-to-air and air-to-ground mission tasks has the
potential to significantly improve maneuverability, weapon delivery, and survivability.

The process of designing and flight testing the unconventional control concepts
produced a wealth of data concerning the complex aerodynamic interactions between the
force and moment producers on a CCV design. The YF-16 Number 1 prototype aircraft was
modified to provide direct lift and direct sideforce capabilities which were used to
implement six independent decoupled control modes. A two-view layout of the CCV YF-16
is presented in Figure 2. The only external change from the prototype configuration is
the addition of twin moveable 8-square-foot-per-surface (0.74m 2 ) canards mounted on the
engine inlet. The flaperon mechanism was also modified so that these surfaces could be
deflected symmetrically in up-and-away flight to provide direct lift control. These
changes produced significant aerodynamic interactio-c on the aircraft which influenced
the flight evaluations of the CCV concepts.

FIG 1: CCV YF-16 Testbed Vehicle
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FIG 2: Fighter CCV Configuration General Arrangement

Concept demonstration was the primary goal of the CCV YF-16 Program. This goal was
achieved in a cost effective manner by making relatively minor modifications to an exist-
ing configuration. However, this approach eliminated the possibility of optimizing the
overall design from either an aerodynamic or control system standpoint. The pre-flight
aerodynamic definition was limited to that necessary to design control modes with reason-
able authorities and acceptable handling characteristics. The CCV control laws were
implemented in an added auxiliary flight control computer, without changing the baseline
YF-16 control laws. This program approach was expedient, but was not a true test of the
CCV design philosophy. An aircraft designed from the outset to incorporate the CCV modes
would be expected to avoid or reduce some of the adverse interactions encountered during
the CCV YF-16 Program.

2. DIRECT LIFT CONTROL INTERACTIONS

Direct Lift Control (DLC) was obtained on the Fighter CCV aircraft by means of coor-
dinated deflections of the wing trailing-edge flaps and the horizontal tail. Three
distinct uncoupled longitudinal control modes were implemented on the aircraft through
different interconnect gains between flaps and tail. The first DLC mode provided control
of normal acceleration at a constant aircraft angle of attack. The second mode allowed
climbs at a constant aircraft pitch attitude. The third DLC mode produced the capability
for independent fuselage pitch pointing at a constant flight path angle. These DLC modes
are graphically illustrated in Figure 3.

To obtain significant levels of DLC, the flaps were required to deflect rapidly
(56 deg/sec) through relatively large angles (±15 degs). These maximum deflection
angles produced decoupled norual accelerations of up to ±1.2 g's, decoupled vertical
velocities of up to 25 fps (8 in/sec), and decoupled elevation aiming angles of up to
±2.5 degrees. References 1 and 2 describe the beneficial uses for these unconventional
aircraft motions. Unfortunately, the flap deflections which produced the CCV modes also
caused some undesirable aerodynamic interference effects which tended to detract from
the overall mode effectiveness.

The most significant aerodynamic coupling effect and the one which has serious impli-
cations for using DLC during high angle of attack maneuvering involved an adverse inter-
ference between the trailing edge flaps and the horizontal tail. Flight testing showed
that use of trailing-edge-up flap deflections resulted in sharply increased trim tail
deflections at angles of attack above 18 degrees. Such DLC flap deflections were used
in the pitch pointing mode to increase elevation aiming angle at a constant load factor
during the terminal phase of air-to-air tracking. Figure 4 compares trim tail deflec-
tions versus angle of attack for zero flaps and for full upward flap deflections. At
low angles of attack, there is a small positive tail deflection increment required to
trim out the pitching moment caused by flap deflection. However, the required trim tail
deflections increased rapidly at the higher angles of attack. After this trend was
discovered in flight, a more detailed examination was made of the wind tunnel data.
Figure 5 shows the recovery pitching moment available from the tail for zero flaps andi for -10 degree flaps. (Wind tunnel data was not available for 5 TEF - -15 degrees).

r These data confirm the large loss in tail power resulting from upward flaps. When
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combined with the flap pitching moments, the tail power loss produced the effect shown in
Figure 4. On a statically unstable aircraft such as the CCV YF-16, it is vital that
recovery pitching moment be available at all times to prevent departure. The trend shown
in Figure 4 resulted in a circuit modification in the auxiliary flight control computer
preventing DLC application above 18 degrees angle of attack.

DLC flap deflections also modified the YF-16's buffet characteristics. The baseline
YF-16 has very low maneuvering buffet levels because of the forebody strakes and auto-
matically-scheduled leading edge flaps. While using the DLC modes at elevated angles of
attack, the pilots reported an increase in buffet intensity over the normally mild YF-16
levels. Although the CCV flap-induced buffet levels were Judged objectionable, none of
the pilots thought that the buffet was severe enough to impair tracking ability. Flight
test results from earlier prototype testing was used to verify the CCV pilot's opinions
of the buffet intensities. Figure 6, taken from Reference 3, shows the effect of trail-
ing-edge flap deflection on the buffet level at the pilot station. This plot shows that
flap deflections progressively reduce the angle of attack for buffet onset and increase
the peak incensity. Of particular interest is the fact that flap deflections of up to
13 degrees can be used at low angles of attack with no increase in buffet level. Figure
6 also shows a large buffet penalty over the entire a range for 20 degree flap deflection.
By limiting maximum DLC commands to 15 degrees of flap, the CCV YF-16 maintained mild
buffet levels at low angles of attack, and kept the peak buffet intensities within the
moderate region.
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The optimum implementation of DLC would produce only the desired decoupled motion
with no change in forward speed. This goal is unlikely to be achieved in practice. On
the CCV YF-16, maximum DLC inputs were nearly always accompanied by a decrease in air-
speed, averaging about 30 knots depending on the particular flight condition, mode, and
duration of input (Reference 2). Force coupling between DLC and the x-axis was considered
to be an important factor in the operational utility of the CCV modes. Quantitative
guidelines need to be established defining the acceptable levels of energy change asso-
ciated with direct force control inputs.

The effects of DLC inputs on subsonic aircraft performance are shown in Figure 7 in
terms of Specific Excess Energy (Ps) versus normal load factor. At low load factors,
any DLC command decreased the aircraft Ps level because of profile drag increases. This
effect caused the speed losses reported above. At high load factors, positive flap
deflections decreased induced drag by increasing wing camber, resulting in a Ps improve-
ment. Negative flap deflections at high g subsonic flight conditions had a very detri-
mental effect on aircraft specific energy. Supersonically, the high load factor flap
effects were reversed; decambering the wing with negative flap deflections had a benefi-
cial effect on aircraft energy, while positive flap deflections caused a substantial
supersonic performance loss.

Figure 8 shows CCV YF-16 flight test data on the incremental energy change as a
function of flap deflection for the pitch pointing mode. These data were taken at 1 g
flight and demonstrate an energy maneuverability loss of about 70 fps (21 m/sec) for
full pointing in either direction. It should be noted, however, that the maneuverability
losses typical of DLC are transitory in nature and must be weighed against predicted
increases in overall combat effectiveness resulting from the unconventional control modes.
Also, the trailing edge flap effects reported here are for the CCV YF-16 configuration
only, and may vary strongly for different wing planform geometries.

BASED ON WIND TUNNEL DATA
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3. DIRECT SIDEFORCE CONTROL INTERACTIONS

Direct Sideforce Control (DSFC) was obtained on the Fighter CCV aircraft by means of
coordinated deflections of "vertical" canard surfaces and the rudder. As shown in Figure
2, the canards were not truly vertical, but were canted outward 30 degrees. Three dis-
tinct uncoupled lateral-directional control modes were implemented on the aircraft through
different interconnect gains between canards and rudder. The first DSFC mode provided
direct control over lateral acceleration permitting coordinated flat turns. The second
mode allowed lateral translational velocities at a constant aircraft heading. The third
DSFC mode produced the capability for independent fuselage azimuth pointing at a constant
flight path angle. These DSFC modes are graphically illustrated in Figure 9.

The canards deflected a maximum of ±25 degrees at a system rate of 94 deg/sec. Maxi-
mum DSFC deflections produced decoupled lateral accelerations of up to 0.9 g, decoupled
translational velocities of up to 40 knots, and decoupled azimuth aiming angles of up to
±5 degrees. During flight testing, the pilots identified several actual and potential
applications for these Direct Sideforce capabilities. As was the case for the longitu-
dinal modes, the control surface deflections required to produce the DSFC modes produced
significant aerodynamic interference effects. In addition, the canards modified the
YF-16 aerodynamic characteristics even when no CCV modes were being commanded.

Stability derivatives extracted from flight test maneuvers were used to document the
effect of the vertical canards on CCV YF-16 aerodynamics. These derivatives were calcu-
lated using a National Aeronautics and Space Administration (NASA) computer program
incorporating a Newton-Raphson technique called the Modified Maximum Likelihood Estimator.
Engineers from the Air Force Flight Test Center at Edwards AFB, California extracted all
the stability derivatives presented herein. Canard off derivatives were taken from
Reference 4, while the derivatives for the CCV configuration were taken from the Reference
5 unpublished letter report.

An obvious effect of the vertical canard installation was to destabilize the aircraft
directionally. Figure 10 compares subsonic directional stability levels between canard
on and off configurations as a function of angle of attack. At low angles of attack,
the total airplane directional stability level was reduced nearly 50% by the vertical
canards. Figure 10 also shows that for angles of attack above about 12 degrees, the
vertical canard effectiveness begins to fall off rapidly, as evidenced by the bending
of the canard-on stability curve toward the stability level for canards-off. The YF-16
stability augmentation system was not modified for CCV testing to compensate for the
reiced directional stability of the canard configuration. In spite of this, the pilots
noticed the reduced directional stiffness only during intentional rudder doublets. Al-
though the large directional stability loss due to the canards was not critical subsoni-
cally, it was a primary reason for imposing a supersonic limit of Mach 1.7 on the CCV
airplane.

vs. *.j~uALFUOOT PATO e@MML
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FIG 9: Direct Sideforce Control Modes
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While the lowered directional stability of the CCV configuration was expected, the
effect of canards on the dihedral effect (C1 6) was not anticipated. Figure 11 compares
the Jihedral effect as a function of angle of attack for vertical canards on and off.
Flight test data was used in Figure 11, except for the regions of initial flow separation,
where flight test data did not adequately define the curves. In these areas, wind tunnel
data was used. Figure 11 shows that the vertical canards increase C18 over the entire
angle of attack range investigated. This effect was attributed to flow interference from
the canards on the downstream wing.

The tendency of an aircraft to depart from controlled flight is of prime importance
foz all configurations. It is an especially valid concern for aircraft with reduced
levels of longitudinal and/or directional stability, such as encountered on CCV designs.
A parameter which is commonly used to predict yaw departure tendencies is the dy:1amic
directional stability coefficient defined by:

Cn8 DYNAMIC . Cno BODY cosa - Cl8 BODY sina

Flight test data was used to calculate and compare the dynamic directional stability
parameters for the baseline YF-16 and the CCV configuration. Figure 12 shows that for
angles of attack above 15 degrees, the dynamic stability parameter is greater with canards
installed than with them off. This occurred because the canards increase the dihedral
effect sufficiently to offset the reduced directional stability. Other flight conditions
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BASED ON FLIGHT TEST DATA
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FIG 12: Effect Of Vertical Canards On Cn DYNAMIC

showed similar trends in Cns fDyMI such that the CCV configuration was comparable in
dynamic directional stabiliy w iN the baseline YF-16. Although flight test data was not
available above 20 degrees angle of attack, wind tunnel results further indicated that
the vertical canards would not degrade high-a dynamic directional stability. Spin tunnel
tests conducted at the NASA Langley Research Center on the CCV configuration prior to
flight testing showed that the spin and recovery characteristics of the YF-16 were not
significantly altered by the addition of vertical canards.

Although the canards had only a small effect on yaw departure tendencies as measured
by Cn8 DYNAMIC' they were found through analysis to degrade pitch departure tendencies.
This came a out for several :easons. First, because the canards were canted outward,
the additional forward lifting surface reduced the aircraft static margin by 2 to 3% MAC.
Second, adverse aerodynamic interference between the canards and the horizontal tail
reduced the recovery moments available from the tail. Finally, the lower directional
stability made the aircraft more susceptable to pitch/roll coupling during sustained
rolling maneuvers.

Figure 13 presents simulator results defining the angle of attack boundaries for per-
forming 360-degree rolling maneuvers. The boundaries were set on the basis of full trail-
ing edge down tail deflections being encountered during the maneuvers. Rolls initiated
above the Figure 13 boundaries would be expected to saturate the tail and result in
possible aircraft departure in pitch. The curves show that the presence of the vertical
canards reduces the permissable rolling maneuver envelope. Moving the center-of-gravity

S IMULATOR RESULTS
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FIG 13: Maneuver Boundaries For 3600 Rolls
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aft of its nominal 35% MAC location also had a strong adverse effect on rolling maneuver
capabilities. The reduction in the rolling maneuver envelope caused by the canards was
the main reason for the decision to conduct Relaxed Static Stability (RSS) flight testing
with the vertical canards removed.

The same canard interference effect which reduced tall pitching moments also caused
a reduction in roll control effectiveness from the differential horizontal tails. This
degradation was not too important since the differential tails provide only a small per-
centage of total aircraft roll power. Unfortunately, the flaperons, which provide most
of the YF-16 roll control, also experienced effectiveness losses due to vertical canard
interactions. The flaperon losses were fairly small and were effectively maskea by the
YF-16 roll rate command system, especially since maximum rate rolls were not part of the
CCV flight test program.

The overall canard interference effects on CCV YF-16 pitch and roll control power
were not completely documented during wind tunnel or flight tests. The available data
were for undeflected canards. Interferences would be expected to be stronger for deflec-
ted surfaces. As mentioned earlier, upward deflected flaps had a strong influence on
longitudinal tall power which was not fully recognized prior to flight test. A complete
wind tunnel parameter matrix for the CCV YF-16 would have included control power measure-
ments as functions of flap and canard deflections as well as functions of the more tradi-
tional variables. The important point to be made is that added CCV control surfaces can
be expected to interact strongly with other force and moment producers, and the defini-
tions of these interactions may significantly increase the cost and scope of the design
process.

Aerodynamic non-linearities associated with the vertical canards were discovered
during early wind tunnel tests. Figure 14 presents wind tunnel data of Cn6v versus
angle of attack and shows a reduction in vertical canard yaw effectiveness ai high angles
of attack. The two flight test points available, while inadequate to completely define
canard effectiveness, lend credence to the wind tunnel values. Flight test directional
stability data shown previously in Figure 10 also indicated these canard effectiveness
losses. Figure 14 confirms the sharp fall-off in canard effectiveness that begins at
about 12 degrees angle of attack, and also shows a more gradual decline in the low angle
of attack region. This nonlinearity required that the gains of the CCV directional modes
be scheduled with angle of attack. A less severe aerodynamic nonlinearity occurred with
canard deflection angle. However, it was impractical to also gain schedule with avc,
although this might have resulted in improved mode response.

In addition to complicating the mode implementation task, the vertical canard aero-
dynamic nonlinearities could compromise operational usefulness of the DSFC modes. During
CCV flight evaluations, the flat turn mode was rated highly on its potential for improving
air combat maneuvering. However, the pilots believed that higher authority levels than
implemented on the CCV YF-16 were required. The rapid decline in canard effectiveness
with increasing angle of attack suggests that high DSFC levels may not be obtainable at
maneuvering conditions with practical size vertical canards. This canard characteristic
is not unique to the CCV configuration. Wind tunnel data covering a wide range of verti-
cal canard locations and planforms on several different aircraft show the same rapid
reduction in canard effectiveness with increasing angle of attack.
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FIG 14: Vertical Canard Effectiveness



As with DLC commands, direct sideforce control inputs changed the energy state of the
aircraft. However, unlike flap deflections which sometimes resulted in slight drag
reductions, vertical canard deflections always Increased the aircraft drag. The minimum
drag penalty for the undeflected canards was relatively small, ranging from 10 drag counts
subsonically to 20 counts supersonically. In fact, because the canards were canted out-
ward, the increased lifting area resulted in minor L/D improvements with streamlined
canards at some flight conditions. Significant drag increases occurred when the canards
were deflected through large angles to command the DSFC modes. Figure 15 shows CCV YF-16
flight test data on the incremental energy change as a function of canard deflection for
the flat turn mode. An energy maneuverability loss of about 90 fps (27 m/sec) occurred
for maximum flat turn performance. The speed loss which accompanied DSFC inputs was quite
apparent to the pilots and was judged to be a feature which could influence operational
suitability. Again, the transitory nature of DSFC commands in operational useage may
reduce the importance of these drag increases.

4. RELAXED STATIC STABILITY

The final facet of the CCV YF-16 flight test program was research into the benefits
and limitations of relaxed longitudinal stability. The aircraft's fuel system was modi-
fied to enable pilot control of aircraft center-of-gravity position to permit evaluation
over a wide range of aerodynamic stability levels. Figure 16 shows the relationships
between the neutral point and the c.g. range tested. Note that the unmodified YF-16 air-
craft was designed to take advantage of the Relaxed Static Stability (RSS) concept by
operating at a nominal 2% MAC negative static margin at 0.8 Mach. The purpose of the CCV
testing was to quantify performance sensitivity to the degree of static margin and verify
experimentally that RSS provides maneuverability improvements over conventionally balanced
designs. RSS testing was conducted with the vertical canards removed, all unconventional
control modes disabled, and with the baseline YF-16 flight control system.
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The RSS testing verified that significant performance improvements can be obtained at
aft c.g. locations. Figure 17 shows the change in sustained normal load factor as a
function of c.g. location at 1.2 Mach. The load factors are shown as incremental varia-
tions from the YF-16 nominal c.g.of 35% MAC. The improvements with aft c.g. movement comes
from increased lift-to-drag ratios resulting from favorable changes In horizontal tail
trim loads. Reference 1 completely documents the RSS flight test performance results.

The RSS performance improvements were measured from the standpoint of gathering engi-
neering data without regard to whether these improvements could be realized in a practical
operational scenario. No attempt was made to modify the YF-16 aerodynamic or control
system configuration to prevent handling qualities degradation at the aft c.g. locations.
Prior to the performance tests, a series of four handling qualities flights were conducted
with a spin recovery parachute assembly installed to make sure that the aft c.g. perfor-
mance tests could be safely flown. These tests, and previous simulations, showed that
control system and aerodynamic changes would have been necessary to produce an aircraft
that could have taken maximum advantage of RSS and still have acceptable operational
characteristics. Results indicated that the YF-16 design achieved a good compromise in
applying the RSS concept without sacrificing operational suitability.

As described in Reference 6, the baseline YF-16 aft c.g. limit was established on the
basis of having adequate pitch control power available for recovery from high angle of
attack. The CCV program went beyond this guideline, so that at the CCV aft limit of 44%
MAC, it would have been possible for the aircraft to encounter a locked-in stall situation.
This was acceptable risk during the closely-controlled RSS experiments, but would be
unsatisfactory for normal operations. The need for additional pitch control power at the
aft e.g.'s was also demonstrated in Figure 13. Tail saturation caused by roll coupling
resulted in unacceptable maneuvering limitations at aft c.g.'s. It is unfortunate that
the RSS concept has sometimes been associated with smaller tail surfaces. While this may
be true for low maneuverability aircraft, fighter aircraft can be expected to experience
increased control power requirements as a result of RSS. Inadequate pitch control power
requires an aerodynamic solution and cannot be alleviated by advanced control system
technology.

Several handling qualities deficiencies which may have been correctable through con-
trol system modifications were also discovered during the RSS safety clearance flights.
Although performance testing to a c.g. of 44% had been planned, aft limits forward of
this were set based on pilot observations of handling quality changes as the c.g. moved
aft. In up-and-away flight, the pilot reported:

"A considerable loss of precision in pitch control was evident while

operating with the c.g. at 44% MAC, Based on the specific changes seen
in rolling behavior and the loss of precision in pitch control, I believe
that the end point has been reached as regards aft c.g. testing for this
program. The airplane should not be used for subsequent performance
testing with the c.g. aft of 43% MAC."

In simulated landing approaches, the pilot reported:

"The airplane exhibited some rather unpleasant flying qualities in landing
configuration flight with the c.g. at 41.5% MAC. A horizontal tail deflection
of approximately 8 degrees trailing edge down was required for trim at 1 g.
Very mild pitch disturbances produced large positive horizontal tail deflections
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during damping. In this flight condition, the airplane appears to respond
very unfavorably to turbulence. Pitch control is very imprecise and the
lateral-directional damping is somewhat weak. The piloting task is such
that almost constant reference must be made to the angle-of-attack indicator.
Based on the test runs flown, performing an actual landing with the c.g. at
41.5% MAC would be challanging in calm air and quite hazardous in turbulence.
Landing configuration flight with the c.g. at 41.5% MAC is to be avoided if
at all possible, and if no alternative is available, should be approached
with caution, especially in turbulence."

Although the above pilot comments were difficult to substantiate using the available
recorded data, it was clear that handling qualities had severely deteriorated requiring
revised aft c.g. limits of 41.5 and 43% MAC for landing and up-and-away flight, respec-
tively. By proper ballasting and fuel management, the h3% MAC performance testing was
accomplished and then fuel was pumped forward to land at a c.g. giving acceptable approach
handling qualities. While PSS testing verified that significant performance improvements
are available from reduced static margins, it also pointed out the difficulties in real-
izing the maximum benefits in a practical fighter aircraft.

4. CONCLUSIONS

The CCV YF-16 flight test program demonstrated that the Control Configured Vehicle
concept, rather than reducing the importance of bare airframe aerodynamics, has resulted
in an increased requirement for a thorough and accurate definition of aerodynamic char-
acteristics. The control surfaces used to decouple aircraft motions and implement CCV
concepts can be expected to exhibit nonlinearities and interference effects which should
be accounted for in the design process. On the CCV YF-16, the closed-loop flight control
system was generally effective in compensating for aerodynamic deficiencies. However,
there are limits beyond which control system fixes of aerodynamic characteristics are not
practical or possible. Future CCV designs may require an increased scope of wind tunnel
testing in the form of larger parameter matrices to identify and solve adverse aerodynamc,
interaction and nonlinearity effects. Guidelines are needed to define acceptable levels
of buffet and energy changes associated with decoupled control modes. On the CCV YF-16,
these aerodynamic effects aere prinm factors in determining the viability of the unconven-
tional control concepts investigated.
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1.0 SUMMARY

This paper addresses the problem of the parameter identification of large scale dynamic systems
involving a system matrix characterized by approximately 200 elements. By using phase variable transfor-
mations, a mathematical model of an aeroelastic airplane is described in a form that is amenable to par-

tial or piecemeal acceptance of parameters estimated from flight data. A mathematical model of the U.S.
Air Force (USAF) Total In-Flight Simulator (Ref. 1) was computed using the FLEXSTAB (Ref. 2) digital com-
puter program. As data became available during the progress of the flight test program, this data was
processed and substituted in the mathematical model for parameters analytically obtained from the FLEX-
STAB program. The results tend to show a progressive and orderly transition from an analytically defined
mathematical model to one obtained from the flight tests of the actual aircraft.

2.0 INTRODUCTION

An accurate and adequate mathematical model of an aircraft is needed before a flight control
system can be designed for an aircraft that exhibits a high degree of aeroelastic flexibility. Many in-
vestigations have recently been concerned with the problem of aircraft identification, i.e., the deter-
mination of the stability and control derivatives of these equations of motion. Concurrent with the de-
velopment of identification techniques has been the development of digital computer programs to analyti-
cally predict the required dynamical equations. Perhaps the best known program is FLEXSTAB (Ref. 2), a
comprehensive digital program that predicts not only rigid body dynamics, but also aeroelastic natural
frequencies and damping ratios and a complete set of aeroelastic equations of vehicle motion. It is likely,
however, that programs such as FLEXSTAB will be used only for preliminary prediction and analysis until
verification of the accuracy of the computer predictions can be established by analysis of compatible
flight test data.

The mathematical model of an aeroelastic airplane involves the definition of an order of magni-
tude more parameters or stability derivatives than has ever been accomplished in the past. No known meth-
od of parametcr identification, including weighted least squares, maximum likelihood or minimum variance
methods can now accurately estimate the hundred or more parameters required to establish a mathematical
model of an aeroelastic airplane. Perhaps the most significant difficulty in trying to simultaneously
identify a large number of parameters is the specification of an optimal input that would enable each of
the parameters to be independently identifiable.

The method of parameter identification presented in this paper was conceived to circumvent the
problems discussed above. The main idea is to transform the original equations of motion into a canoni-
cal form that would allow for partial or piecemeal analysis of the data. By doing this one can avoid the
dimensionality problem, guarantee a minimum dimensionality representation, allow for the direct use of
existing and conventional "frequency sweep" inputs ordinarily used in structural mode and flutter analy-
sis, and allow for the assimilation of both flight data and an analytically computed FLEXSTAB representa-
tion. In addition, it has been found that the method can yield an estimate of the accuracy of the final
estimates of the parameters of the aeroelastic vehicle.

3.0 MATHEMATICAL METHODS

3.1 The Phase Variable Transformation

The linearized equations of motion of an aeroelastic airplane are normally available in the
usual matrix-vector form

Ax = Bx Cu

or x = Fx + Gu (1)

where x is a vector whose components represent the rigid body motion variables such as angle of attack,
pitch rate and pitch angle and the conventional normal elastic variables and their time derivatives. The
vector u represents the input variables such as the commands to the elevator and direct lift flap electro-
hydraulic actuation system. The elements of the matrices F and G represent respectively the dimensional
stability and control derivatives of the mathematical model of the aircraft.

*The research reported upon in this paper was performed under U.S. Air Force Contract F33615-73-C-3051

and funded by the Langley Research Center of the National Aeronautics and Space Administration.
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A transformation, called a phase variable transformation of the form

x 
= 

Tiy , (2)

is defined, one for each control input, ui, that transform the equations of motion Eq. (1) into the set

-i-IF Tiy + T-I -=~1  FTyT G.U

F 0oy + G oui  (3)

where F and G are of the form
o o0 1 0 0 ...... 00

0 0 . .

F° = G (4)

1 0 o

0 0 .............. 0 1 1

-d -d I  -dn- 1

The coefficients d. of the last row of the matrix F are obtained from the coefficients of the
characteristic polynomial of 'the system matrix of Eq. (1), i. .

nI- n-2
nIs - F1 d d s + s. d

n-I n-2 1 o0S
The rows of the square, non-singular transformation matrix T. of Eq. (2) are obtained from the

coefficients of the numerator polynomials of the transfer functions obtained from the equation of motion
Eq. (1). This transformation can be defined from the equation

TiS = ls - F1 [Is - F]
- 1 

Gi  (6)

or T [s- F] a
dj C (7)

T F 2 n-1I
where ST =_ , s, s .... s is a vector composed of powers of the Laplace transform variable s and
[Is - Fjadi defines the adjugate of the [Is - F] matrix. Eqs. (2) and (3) are therefore sufficient to

define all of the transfer functions of the state variables that can be represented by Eq. (1) with re-
spect to the input u. * The rows of the transformation T. consist of the coefficients of the numerator
polynomials of these transfer functions. Eqs. (2) and (i) can be looked upon as a matrix representation
of the transfer functions of the systeim.

If the aircraft is represented in the phase variable model form, individual transfer functions
may be identified separately, thereby significantly reducing the dimensionality of the identification
process. When a sufficient number of transfer functions have been identified, the transformation given
by Eq. (2) can be constructed. The original equations of motion Eq. (1) are then obtained by the rela-
tively simple computation given by

x=T i F o Ti-1 x + Ti Go ui

= F x + Gu (8)

Because a separate transformation for each control input can be obtained, the process of esti-
mating transfer functions for a second control can be repeated and a second estimate of the matrix of the
stability derivatives F can be obtained. In fact, the two transformations associated with two control
inputs,' T and - can be combined in any linear way to obtain a bet'er estimate of the matrix F of sta-
bility dehvatives as, for example, given by Eq. (9),

=(Ti + T2) F (TI 
+ 
T2) 1 x + T1 Go u1  T2 Go u2  (9)

= Fx + Cu

Because both transformations must yield the same maLrix F, i.e.

TI Fo  = 
T
2 F T - = F (10)

a mathematically rigid expression can be obtained from Eq. (10) that will, if satisfied, yield a precise
measure of accuracy of the identification process. This expression is

F o  T2 - = TI  - Fo  (11)

In other words, Fo and TIT 2  mu't mathematically commute. Eq. (11) states that the eigenvec-
tors of the matrices F and TITZ-

1 
must coincide, resulting in an extremely precise and highly constrained

mathematical relationsgip.

3.2 Treatment of Partially Identified Ai.. aft Data

The complete identification of a system using the procedure developed in this paper requires as
many independent measurements of the aircraft dynamic motions as there are degrees of freedom of motion of
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the dynamic model of the aircraft. In practice, a separate sensor is desirable for each state variable of
the vehicle mathematical model. If a sufficient number of sensors are not available for a complete iden-
tification of the system dynamics, the data obtained from flight test can be combined or used to partially
or selectively replace portions of the analytically computed FLEXSTAB model in the following fashion:

1. The FLEXSTAB equations of motion are transformed to the phase variable form.

2. Transfer functions from flight data are estimated using a conventional least squares match-
ing process (Refs. 3 and 4).

3. Rows of the transformation obtained from the analytical model, step I, are replaced by the
coefficients of the numerator polynomials of the corresponding transfer functions esti-
mated from the flight data, step 2.

1. The resulting transformation, obtained partially from an analytical model and partially
from flight data, is used as in Eq. (8) to transform back to obtain estimates of the sta-
bility and control parameters for the mathematical model of the aircraft.

The four-step procedure described above yields a method of gradually or systematically replacing
analytical predictions with flight test data as it becomes available, thereby assuring an increasingly
more accurate description of the aircraft dynamics.

4.0 APPLICATION TO THE USAF/CALSPAN TOTAL IN-FLIGHT SIMJLATOR (TIFS)

To verify the principles described in the previous section, it was decided to obtain a FLEXSTAB
computer model of the Total In-Flight Simulator (TIFS) (Ref. 5), compare the response of this model to
that of the actual aircraft and finally to try to determine the practical feasibility of combining analyti-
cal and experimental data sources to obtain increasingly more accurate e~timates of the dynamics of the
airframe.

1he TIFS airplane is well suited for an experimental program of this type. In addition to a
complete complement of instrumentation designed for rigid body measurements of the vehicle dynamic motions,
six linear accelerometers used initially for flutter tests were available for aeroelastic measurements.
The elevator and direct lift (inboard) flaps of the airplane are driven directly by wide band, high per-
formance electrohydraulic servos. Sine wave inputs up to 15 Hz could be electronically injected into the
servos to oscillate the elevator and the direct lift flaps, thereby exciting the first five symmetrical
elastic modes of motion of the aircraft.

4.1 FLEXSTAB Model Development

The structural and aerodynamic properties of the symmetric degrees of freedom of the TIPS air-
craft were analytically computed through use of the Level 2.01 FLEXSTAB computer program using the resid-
ual flexibility formulation. This finite element computer program used lumped masses and equivalent uni-
form beams for the structural model and thin bodes, slender bodies and interference bodies for the aero-
dynamic model. A low frequency unsteady aerodynamic modeling feature is also an integral part of this
computer program.

The structural and aerodynamic description of TIFS developed for input into the FLEXSTAB pro-
gram is subject to several limitations. The mass distribution and stiffness data were based on Convair
580 data originally prepared over 25 years ago and subsequently updated to include the special TIFS modi-
fications. Only limited ground vibration data was available. The dynamics of the turboprop engine on its
engine mounts were not represented nor were the aerodynamic effects of propeller slipstream. Most signi-
ficantly, the data to be presented herein showing TIPS responses to sinusoidal inputs are outside the
range of applicability of the low frequency aerodynamic theory incorporated into the FLEXSTAB program. As
may be expected, the analytical model of the TIFS airplane behaved somewhat differently from the actual
airplane, yet the natural frequencies of the structural modes of the TIPS aircraft were accurately pre-

dicted. The FLEXSTAB program, then, is a valuable tool not only to provide a preliminary mathematical
model for the aircraft, but also to define the range of frequencies and amplitudes that should be used to
sinusoidally excite the aircraft.

4.2 Procedure for Combining Data Sources

The aeroelastic equations of motion for the symmetric degrees of freedom were obtained from the
FLEXSTAB program in the general matrix-vector form

Ax = Bx + Cu (12)

and are readily transformed to the more familiar state space form by premultiplication by A

A-' Ax = A-' Bx + A
" 

Cu

= Fx + Gu (13)

where the state and control vector have been defined as

: Il

X,~ [n nil a6m , i,1,,1i 3 74 1 3 1
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The state variables 1, (i = 1, ... 5) and j i = 1, ... 5) represent the first five symmetrical
normal elastic mode variables and their time deivatives, whileV V,/ , f andA8 represent the rigid
body change in velocity, angle of attack, pitch rate and pitch angle. The control variables f and X
represent respectively the incremental deflection of the direct lift flap and the elevator. e

Several additions, deletions or transformations were made to the FLEXSTAB dynamical system
Eq. (13) in order to reflect the actual physical differences of representation between the FLEXSTAB compu-
tation and the TIFS airplane. Specifically, actuator dynamics were added to the equations of motion (Eq.
(13), and the equations were transformed into a set that reflected as accurately as possible the signal
outputs of actual flight measurements or sensors used on the TIFS airplane.

4.3 Additions of Servo Dynamics

The flight data was obtained by driving the input to the control surface actuators with a sine
wave oscillator at specific incremental frequencies to span the range of natural frequencies of the nor-
mal mode variables, thus obtaining amplitude/frequency or Bode plots of the aircraft response to sine wave
actuator input commands. The flight records included measurements of the oscillator output and the actual
aerodynamic control surface position. Therefore, Bode plots were obtained of the actuator response.
Examination of these flight recordings indicated that the elevator and the direct lift flap servos' dynamic
behavior could be approximated by first order mathematical models and expressed in the usual form

=FuIu + GI uc  (14)

where uT= .&3 represents the deflection of the direct lift flap and elevator and ucT =[J. J ",)
represents the input (sine wave oscillator output) to the surface servos. Eq.(14) was then appended to
Eq. (13) to yield the combined set

. ....1 = [0 [ ILI;] uG (15)

or XA 
= F AXA + GA uc  (16)

4.4 Transformation to a Partially Measurable Set

The instrumentation complement used during the flights of the airplane included normal acceler-
ometers, rate and attitude gyros, and sensors to measure velocity and angle of attack change. Although
each of the instruments measured a function of the state variables of Eq. (15), no instrument did or was
able to sense a state variable independently. The ten sensors used during flight represent outputs of
the equations of motion Eq. (16), and were calculated from the FLEXSTAB program in the vector matrix form

= lx (17)

where ;m is a vector that represents the sensor outputs and III is a 12x16 output matrix representing the
linearized functional relationship between the state variables of Eq. (16) and the sensors used in the
airplane. Relationship Eq. (17) was used to form a transformation matrix

HX (18)

where

F. H
1 

(12x16)

H = --- - -

0 I '4x4

and n 1 n 17 n n
I* )Ay vAr' J-c- ' Or J,,, n

The matrix H is square and non-singular. Therefore, the equations of motion, Eq. (16), can be
transformed directly using Eq. (18) to obtain

H HFA H + +HG Auc
or = FB0 + G8 BX + GB (19)

4.5 Transformation to Phase Variable Form

The FLEXSTAB equations of motion, Eq. (19), were written as two single input systems

FB1 + GBI (20a)

SFB2B G B (20b)

where the state vector for Eq. (20a) contained the direct lift flap position as a state variable but not
the elevator position while the reverse was true for Eq. (20b). These equations were then transformed
into the phase variable form of Eq. (3) by means of two transformations T associated with the directlift flap servo input and TS8 associated with the elevator servo input.
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The fifteen state variables of Eq. (20a) 0= hv , ., , . .-9 A.

"Awr .n"Ar, ' *7.r' 4 t , , . , . Eight of these states, designated with theI
subscript, namely [ , * ,, , #. , . , *. j, P, nj, *, w" were measured directly in
flight and transfer functions for these eight vsriables were estimated from the flight data. These eight
variables represant respectively the output of a rate gyro, the direct lift flap incremental deflection
and linear accelerometer outputs at the pilot station _ the aircraft center of gravity ( ),
the starboard wing tip ( sr), the tail cone (/7), '), stabilizer tip ( #rn), and the acceleration at
a maid-wing station ( 93 W.

The transfer functions were estimated using direct and straightforward least squares regression
methods adequately described by Levi (Ref. 1) and Sanahanan and Koerner (Ref. 2). The techniques were
slightly modified to improve accuracy by estimating transfer functions from two Bode plots simultaneously
and including the constraint that both transfer functions have the same denominator or characteristic
polynomial. This constraint essentially eliminated the known fault of this technique of occasionally esti-
mating transfer functions having unstable or right-half plane poles. By working with only two transfer
functions at one time, only a maximum of 43 coefficients had to bt simultaneously estimated, rather than
the 240 or so parameters of Eq. (20a), thereby greatly reducing the dimensionality problem for each com-
puter computation run.

4.6 Partial Replacement of Analytical Results with Flight Data

The first step was to replace the characteristic polynomial or phase variable system matrix F0
of the analytical model with the measured system matrix Fom obtained from the transfer function estimates.

Then eight of the rows of the analytically calculated phase variable transformations were re-
placed, row by row with the coefficients of the eight numerator polynomials obtained from the flight data,
and expressed in the form

m = TaY (21)

where ; represents the eight measured state variables and T is an 8x15 matrix made of the numerator
polyluominl coefficients of the transfer functions of the eight variables estimated from flight data. The
remaining portion of the phase variable transformation calculated analytically Tc was then appended to
Eq. (21) to yield the mixed measured-calculated transformation

or I ac = Taoy (22)

where ) represents the state variables not measured in flight, namely ;cT = [AV, 'a, 'd, ' ,

The transformation T is now full rank and invertible, so the equations of motion in the form
of Eq. (20a) now containing a mixture of measured and calculated data, can be obtained from

mc =Tmc FO T c - Jmc T GO "9C (23)

There is no way known at this time to transform Eq. (23) back to the original form of Eq. (13),
nor does there seem to be a practical reason for wishing to do this. The in-vacuum normal mode vari-
ables and derivatives , are not directly measurable, so they canhot be used, as the sensor outputs
can, for control system design purposes. The transformation H that transforms the Eq. (23) into the set
Eq. (13) requires accurate knowiedge of the mode shapes and slopes which comes from accurate knowledge of
the mass and stiffness distribution. This data can be more easily obtained by ground measurements or
calculations rather than from flight measurements.

4.7 Multi-Input Data Analysis

The procedure of generating Bode plots, estimating transfer functions from these Bode plots and
replacing the calculated characteristic polynomial and selected rows of the phase variable transforma-
tion was repeated for an elevator actuator command input, resulting in a second set of combined Leasured-
calculated equations of motion of the form

Smc" Tc o e -l Ymc + Te Go d (24)

Combining Eqs. (23) and (24) in the manner defined by Eq. (9) required a minor but straight-
forward modification because Eq. (23) contains direct lift flap actuator dynamics with no elevator actu-
ator dynamics while with Eq. (24) the reverse is true. The modification requires a redefinition of a
system matrix F to include the dynamics of both elevator and direct lift flap actuators. When this is
done, the resultIng dimensionally expanded phase variable transformation T4e and TS_ will each contair
a row and column of zero or null elements. Because a row of null elements produces a singular, non-
invertible matrix, neither of the two matrices can be used as a similarity transformation but their sum
will be non-singular. The multicontrolier, mixed-measured and calculated equations of motion can be
obtained by combining as follows:

, .... ... ............... ... ...... ...... . A
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(T T F T *mJ GTJ
mc~ )mj Jomc + T.,c

mcX mc'remc (c mc

inc $
T,,c Ae G 0 e (2S)

By combining data from several different excitation sources in the manner defined by Eq. (25),
it is felt that the identifiability of the system and therefore the accuracy of the results can be sig-
nificantly improved. Often one aeroelastic mode is only nominally excited by a particular input, yet that
mode can be strongly excited by a second input. Every phase variable transformation can contain within
it information related to the elastic modes in different degrees. By combining the transformations as
indicated by Eq. (25), more complete information about the modes is available. In a mathematical sense,
this means that the matrix Ts + Ts. will likely be better conditioned than will T$ or Ts alone.

eC

5.0 RESULTS

Typical results showing a comparison of FLEXSTAB-computed amplitude and phase responses of the
TIFS airplane with the data collected in flight are shown in Figs. 1-4. The measured and computed re-
sponses shown were for the normal acceleration at the wing tip of the aircraft. The flight conditions
approximated the landing approach speed of the aircraft at Low altitudes. Figs. I and 2 show the ampli-
tude and phase response comparisons when the aircraft was excited by a sine wave input to the direct lift
flap actuator while Figs. 3 and 4 show the responses to an elevator actuator sine wave input. In some
instances, like those shown in Figs. I and 2, the general character of the responses was similar but am-
plitudes differed considerably. Although not shown, the natural frequencies of the modes calculated from
FLEXSTAB and estimated from flight data were nevertheless in close agreement, as could be judged from the
phase vs. frequency plot of Fig. 2.

Figs. S and 6 show typical comparisons between the flight data and the Bode plot generated from
a transfer function estimated from the flight data, and are therefore a measure of the accuracy of the
transfer function identification method used.

Once the transfer functions were obtained from flight, the data was used to replace the charac-
teristic polynomial of the FLEXSTAB-computed results and selected rows of the phase variable transforma-
tions in sequential fashion. First the characteristic polynomial was replaced, and the equations trans-
formed back from phase variable form to the form of Eq. (20a). Then both the characteristic polynomial
and one of the rows of tHe phase variable transformation were replaced with data estimated from flight,
and then again transformed to the form of Eq. (20a). This process was sequentially repeated replacing
progressively more of the rows of the calculated transformation with flight estimates.

In Table 1 are listed some of the results of the gradual substitution of experimentally esti-
mated data for analytically computed parameters. The table shows the progression of change in twelve
of the 256 parameters contained in the matrix F_. This table shows data substitutions for one control
input only, the direct lift flap. These selectd results indicate substantial differences between the
FLEXSTAB and mixed FLEXSTAB/experimental calculations. Many of the elements have changed mathematical
signs, and the numerical values have changed by several orders in magnitude. In general, the numerical
values of the elements of the system matrix tend to show a progressive and relatively smooth change as
increasingly more analytically computed data was replaced by experimental results. The numbers in the F
matrix change substantially because of the strict mathematical requirement that some numerator polyno-

mials corresponding to FB match the FLEXSTAB polynomials while other numerator polynomials match the
flight identified results. This later property appears to be the most significant result of this proce-
dure, the actual numbers appearing in the FB matrix being of lesser importance. A tentative conclusion
from the relatively smooth transition indicated by the results shown in Table 1 is that the gradual re-
placement of analytical predictions with experimentally determined estimates as described in this paper is
a reasonable approach to the problem of identification of large scale systems as characterized by the
aeroelastic airplane. More research, however, is required in order to answer questions concerning the
sensitivity of the elements of Eq. (25) to errors in the determination of the numerator and denominator
polynomials from the flight data and to investigate the possibility of optimally combining rather than
directly substituting analytically computed data for flight data.

Table 2 shows some preliminary results obtained after the mixed calculated-measured results
for the transformation matrices of the direct lift flap and the elevator were combined according to
Eq. (25). The first column of the two columns of data in Table 2 shows the roots of the numerator
polynomial of two transfer functions. The n,/4 roots were identified from flight data and were substituted
into the corresponding row of the TSP C matrie of Eq. (23). The 4V]i roots are those calculated by

FLEXSTAB and were retained in TS . In both cases, the roots shown in column one are the numerators
corresponding to the system mat fe T, Fe Tr , of Eq. (23). In a similar manner the numerator
of n/J was computed from flight data, AVI/ was computed by FLEXSTAB, and these two results were

combined into the matrix T4 . The second column of Table 2 shows the numerator roots for S. input
corresponding to the system matrix T,. - Tg J F, CT4 + T _ of Eq. (25). When this second
transformation T% is added to T4_ a graa~ but significant change in the transfer function repre-
sentation of the mathematical model occurs, particularly among the variables measured directly in flight
such as the n /' transfer function. Through further research, it is expected that the mathematical
relationships, constraints, and limitations of this procedure will be more accurately defined.

6.0 CONCLUSIONS

The method of data handling for large scale systems identification presented in this paper ap-
pears to be a reasonable approach to the problem. The technique is independent of the particular method
of system identification used. Both time domain and frequency domain methods have been shown to be
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successful for low dimensional systems, and the preliminary results presented in this paper indicate a
useful application to the in-flight identification of the aeroelastic airplane.

The potential advantages of using the method described in this paper are significant. Fewer
parameters need be identified at one time than with direct time domain methods, so the dimensionality and
the input design problems are significantly simplified. Because either transients or the sinusoidal in-
puts described in this paper can be used to dynamically excite the aircraft, the experimental requirements
are compatible with present flutter testing methods. The phase variable transformation is canonical,
which means that the minimum number of parameters required to completely define the dynamic characteris-
tics of the airplane are obtained. Finally, both stability and control derivatives and flying qualities
parameters may be obtainable, thereby presenting the data in the correct form for aerodynamicists, flying
qualities engineers and flight control system designers.
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Table I

Trend of Changes of System Matrix as Flight Data

Is Substituted For Analytically Computed Data

FLIGHT DATA ELE4ENTS OF SYSTII MATRIX
SUBSTITUTED 3eg t, 3 aP )Jp 3n$# # , 1q, "

air, ,, a av, a€ ,j a .,0,, 01 ,,,, 0,,

No substitutions
(FLEXSTAB re- 1.06 -18.1 -.154 8.10 -527.0 5795.0 87.0 -4659.0 .000716 219.8 -.000126 .00637
suits)

Characteristic
Eqn. plus nun-

erators of

jA/, /.re .134 -27.9 -.00167 .051 20.0 -979.8 3.04 -165.3 -6.8x0
"6  98.1 -1.Sx10 5  .00042

transfer func-
tions

Above substitu-
tions plus num-
erator of

-1.02 S.9 -.0722 2.03 -6.19 68.4 .171 -28.0 4.05 -20.7 .248 -6.96

Transfer func-
tion

Above substitu-
tions plus num-
erators of

-JWT' / -4.71 S9.1 -.197 1.67 3.74 79.1 -.009S 1.75 -.0138 288.4 -2.16 -102.3

ad

transfer func-
tions

Landing Flight Condition

Direct Lift Flap Inputs Only

Table 2

Comparison of Numerator Polynomial Roots Using

One or Two Phase Variable Transformation

Numerators Estimated From Numerator Transfer Function

Transfer Flight Data for and Zeros Calculated From

Function By FLEXSTAB for JA -". " (r. 7 r- (r # r r, "r r

wt. . ,s, .,J
1ww
rad se resec *sec
sec sec

1w/f, (Numerator of .0468 76.2 -.050 -22.2 -.0599 54.3 -.0S77 10.8
rl sponse at pilot .0158 47.1 -.0517 31.1 .539 42.9 -.0395 -.OOS

16cation to direct .0975 36.5 .361 .0374 36.4 -.647
lift flap input) -.0527 30.7 -.937 .924 14.3 -6.04

AVIS (Numerator of .0418 61.2 -.741 .0513 63.3 .010,
chanle in airspeed .145 45.3 .0131 43.6 -.081.
response to direct .056 43.9 -.143 39.4
lift flap input) .076 31.7 .071 35.2

.455 23.1 .918 25.4

.0225 1.57 .36S .972



18-I

Nonlinear Parameter Identification and Its
Application to Transport Aircraft

T.J. Galbraith

T.J. Petersen

Boeing Commercial Airplane Company
Renton, Washington

ABSTRACT

The need for accurate identification of aircraft force and moment coefficients has long
been realized but only recently has it been feasible with the aid of high speed computers.
This need is continually increasing due to the growing complexity of flight control
systems and the expanding role of flight simulators. Parameter identificatiion was first
successful in the study of linear systems where the linear approximation was made to keep
the order of the system tractable. Since airplanes must be described in both the linear
and nonlinear flight regimes the more complex nonlinear parameter identification problem
must also be addressed. The problems associated with the identification of nonlinear
parameters are being overcome and the results look promising. This paper is a description
of one such nonlinear parameter identification program with analysis results.

The purpose of this paper is to describe a nonlinear parameter identification computer
program and results obtained from analyzing jet transport flight data characterized by
nonlinear motion and parameters. The program is called NLAK for nonlinear aerodynamics
and kinematics and is part of a system of computer programs developed at Boeing for
analyzing airplane dynamic response data. NLAK's formulation is based on the full six-
degrees-of-freedom equations of motion and up to third order polynomials for aerodynamic
coefficients and thrust parameters. NLAK employs a maximum likelihood estimation
algorithm which is capable of both recursive and batch processing.

The flight data analyzed was low speed, below 150 knots. The low speed data was
characterized by kinematic cross-coupling, large motion variations and nonlinear forces
and moments.

The analysis system will be outlined and all interfaces with the NLAK program will be
described. The basic concepts and some of NLAK's formulation details will also be
described in relation to obtaining consistent estimation results, especially for the
nonlinear problem.

From the analysis by the NLAK program the results were generally consistent between
different, maneuvers at the same flight conditions, which helps substantiate the particular
values identified. The NLAK analysis also showed the need for the high order polynomials
in the nonlinear low speed flight records, and at present there also appears to be a need
for velocity dependent coefficients in the low speed cases.

INTRODUCTION

Major advances have been made in flight control technology during the past decade;
particularly in the areas of fly-by-wire, active controls, and more recently, digital
control systems. To remain competitive, the next generation of aircraft--whether
commercial or military--must take advantage of the benefits achievable from these
concepts. The degree to which a new airplane design can be based on such advanced
concepts depends to a large extent upon the confidence with which the aerodynamic and
structural characteristics can be predicted and related to actual flight qualities.

Boeing Flight Controls Technology initiated the development of a system of programs for
parameter identification in order to provide a tool which would enable both a qualitative
and quantitative evaluation of the design processes used to arrive at the static and
dynamic characteristics of an airplane. This means that it is desired to verify the
ability of the design equations and/or the wind tunnel data to accurately represent the
aerodynamic characteristics over the aircraft's flight regime. Additionally, it is
desired to verify the accuracy of the models and data with respect to the actual values
attained by the production airplane. A further requirement was that the analysis be
accomplished by the engineers involved in the design process and not by a separate group
isolated from the preliminary design.

The results obtained from parameter identification (PI) analyses would be used to

1. Verify the analytical design procedures.

2. Isolate and identify nonanticipated aerodynamic effects.



3. Provide values for the stability and control derivatives that can be used by the
flight simulators to more faithfully reproduce the airplanes static and dynamic
characteristics for training and engineering studies.

These objectives for the parameter identification system indicated that the program must
be flexible with respect to the force and moment models that could be incorporated into
the equations of motion and relatively insensitive to initial values and tolerances
applied to the system parameters. Additionally, since many of the anomalous aerodynamic
effects will be discerned post-flight test, the program should be able to obtain the
maximum information from available flight testing. To enhance its use by the Flight
Controls staff, valid analysis cues and procedures must be developed which lead to
consistent results.

To satisfy the overall objectives, a system of computer programs has been developed
(Figure 2) and is briefly described in subsequent paragraphs. The system of programs is
operational and has been used to identify all of the Boeing family of commercial aircraft
as well as the YC-14 and the NASA C-BA augmented wing Buffalo. The results of the
parameter identification analyses have been used to verify results from previous (manual)
analyses, update simulator values and to provide parameters for characteristic motion
analysis when normal methods are not applicable (i.e., phugoid frequency and damping in
STOL flight).

FLIGHT DATA ANALYSIS SYSTEM

Figure 2 shows the Boeing Flight data analysis system. The first step in the system
operation is the preparation and evaluation of the flight test data with the REF360
program. The output data from REF360 may be interactively plotted by the PIPLOT program
or sent directly to KASD. The KASD program evaluates the flight data for kinematic
consistency and will determine biases and scale factors that should be applied to the
data. The actual parameter identification takes place in either the MMLE (linearized
equations) or the NLAK (nonlinear equations) programs. The results of the MMLE/NLAK
analysis can then be saved and statistically combined in the CIDS program with results
from other records at the same flight conditions. Additionally, the results of the
MMLE/NLAK analyses can be received by the PIPLOT program.

SUPPORT PROGRAMS

Program REF360

Boeing flight test data is reduced on an IBM360 computer having various formats and data
organization. The primary purpose of REF360 is to decode and reformat the data for the
parameter identification programs. However, the program also serves as an interface
between flight test and the various flight simulators in the Boeing Company. The program
also statistically defines the data with respect to averages, variations, noise and signal
to noise characteristics. Additional processing by differentiating five other
sensors can be accomplished for inspection of time derivatives that may have. importance in
an airplane's dynamics but are not usually available measurements (e.g.,d ,

Program PIPLOT

The PIPLOT program was developed to provide a semi-inLeractive method of evaluating the
incoming flight test data and the results of the identification analyses. The program
will provide either quick look plots or document quality plots via Calcomp and several
other plotting programs. The program provides a very flexible capability for overlaying
the measured sensor values over the calculated values or over the time history of the
corrections developed by the recursive estimators in the KASD and NLAK (see examples,
Figure 3) programs. This capability allows the analyst to see the response of the
parameter corrections to variations in the state, a very significant cue in determining

the parameters dependence on the state. Additionally, the time history of the recursive
corrections to the parameters, along with the respective ±10 conditional standard
deviations can be plotted.

Program CIDS

The CIDS program combines the results from various flight records at the same flight
condition to provide a single "best estimate" for the flight condition. Due to improper
excitation, process noise and other unaccountables, the parameters will be better
identified in some flight records than in others. The CIDS program compensates for this
by using the implied error distribution of the individual covariance matrices with a
Bayesian estimation algorithm (Ref. 5) to provide a single "best estimate" for a given
flight condition. The CIDS estimates of the parameters are then used in the equations of
motion for simulations of the flight maneuvers and compared to the measurement data. No
dynamic fit of the data is attempted. The response match must be acceptable for all the
flight records before the parameter estimates are accepted. Generally very little
degradation in the response match occurs. In thirty to forty percent of the cases, there
is a slight improvement of the match. The CIDS program is particularly useful for those
flight records which have not been designed for the Parameter Identification process in
that proper state excitation had not been achieved.
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The CIDS results are obtained simply by

S ds
=  

[ S-1+ S-+ ... + S-']
" l

(i1)

Pcids i Scds[ S 1 p+ 2 . + Sn Pn ]

where

Sclds' Si (1,n) the respective covariance matrices
of the estimates

Pcids' P (i=1,n) the respective parameter estimates
from fits of different flight
records.

IDENTIFICATION PROGRAMS

Program KASD

The KASD computer program is a parameter identification (PI) scheme designed to identify
sensor biases and scale factors in dynamic flight test data. This program is currently
used as a preprocessor of flight data before the stability and control derivatives are
identified by other PI programs. The KASD results can improve both the PI and

conventional techniques of analyzing dynamic flight motion data.

The KASD program can identify sensor biases and scale factors for: true airspeed, angles
of attack and sideslip, the three Euler angles, and body axis angular rates and
accelerations. Biases only are identified for the altimeter and linear accelerometers.
All or any combination of the above parameters can be identified depending on the sensor
information available in the flight record.

The KASD concept employs the classical six degree-of-freedom kinematic relations, modeled
sensor errors and an estimator to produce a kinematically consistent set of sensor time
histories. Sensor errors can only be determined if redundant measurements are obtained.
The kinematic equations are used to transform some measured variables into a form which
are directly compared with other measured variables to check for sensor consistency. In
the program the measured angular rates and linear angles of attack and sideslip, airspeed,
altitude and the three Euler angles are called "measurements" which are compared to the
integrated "input" results. Since the angular acceleration measurements are not always
available, a seperate identification routine is used for these measurements. The angular
rates are differentiated and compared to the measured angular accelerations for sensor
error determination and if the accelerations are not available the generated accelerations
can be written on the output tape.

An example of the programs procedure is as follows. The three angular rates are
integrated to yield the three Euler angles which can be compared to the measured Euler
angles to check for consistency. Any inconsistency between the calculated and measured
sensor time histories would be due to sensor errors, assuming a perfect numerical
integration. An example of a sensor bias would be for the sensor to have been zeroed
incorrectly and as a scale factor error, to use the wrong conversion between the recorded
units and the units output (e.g., inches of water to degrees).

Expressions for the sensor errors are incorporated into the kinematic equations as unknown
parameters and then adjusted until the sensor inconsistencies are minimized. The
estimator performs the adjustment of all unknown parameters simultaneously to minimize the
sensor inconsistencies while being under some user constraints based on a priori
information or engineering judgment. Typical of this judgment would be to set a larger
than usual value for the initial tolerance of a sensor error to be identified based on the
knowledge that during flight testing the instrument was not always functioning properly.

To model sensor errors for a measured variable the true value and the measured value are
related by the expression:

TRUE VALUE = SCALE FACTOR * MEASURED VALUE + BIAS

In this expression a bias and scale factor error are modeled for one measurement. This
expression is substituted into the kinematic equations for each measured variable of
interest and the biases and scale factors are identified. Once the errors are identified
they can be used to correct the flight record at each time point.

The estimator used in this program is an iterated Kalman filter with fixed interval and
fixed point smoothing routines, similar to those used in Reference 7. This form of



18-4

estimator will estimate a new set of parameters at each time point, (recursive), which
converges to a constant set with time.

Program MMLE

The MMLE program was received from NASA-Flight Research Center, Edwards AFB, and is
capable of identifying linear stability and control derivatives for either longitudinal or
lateral-directional flight maneuvers. The program has linearized equations of motion and
the estimation algorithm is a modified maximum-liklihood method. A full description of
the program is given in Reference 8.

The program is being used by stability and control staff personnel for simulator updating
and the results have been satisfactory. A minimum of guidance has been required from the
research staff.

Program NLAK

The NLAK program is specifically designed to derive values of the linear 'and nonlinear
stability and control derivatives from flight measurements of the aircraft state and
related accelerations. NLAK is formulated with 6 DOF equations of motion incorporating
nonlinear aerodynamics and kinematics. The estimation process is based on a maximum
likelihood algorithm and is formulated for batch (accumulative) and recursive processing.

The original base for the NLAK program was a set of 6 DOF equations of motion received
from NASA-Langley Research Center (Ref. 6). The program was extensively modifed with
respect to the estimation algorithm and additional nonlinear parameters. NLAK can solve
for 40 parameters out of a possible 156 defined elements.

The general problem addressed by the NLAK program is given; a flight time history of an
aircraft's motion as seen in measurements of:

Q (angle of attack),

B (angle of sideslip),

VT (true airspeed),

P (roll rate),

Q (pitch rate),

R (yaw rate),

* (roll angle),

e (pitch angle),

nx (longitudinal acceleration),

ny (side acceleration),

n (normal acceleration),

S (roll acceleration),

O (pitch acceleration),

S (ya%, acceleration);

find the parameters (i.e., the stability and control derivatives) which will reproduce
that motion when incorporated in the differential equations of motion and integrated on a
computer.

The basic solution technique used by NLAK is to define a mathematical model which will
represent the aircraft motion with the stability and control derivatives as parameters in
the model. Then, using the aircraft's measured control input to excite the equations of
motion and a set of assumed parameters, the computed model accelerations are integrated
and the resultant states and accelerations are compared to their respective flight test
measurements. The differences between the calculated and measured values are then related
to corrections of the stability and control derivatives by a set of parameter sensitivity
equations and the estimation algorithm.

Force and Moment Equations

The equations of motion utilized by the NLAK program are taken directly from Ref. 4. A
summary of the equations (in body axis) is given below.
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(2)

where: I is the inertia matrix and m the mass of the aircraft;

and Fx, Fy, FZ are the forces in the body directions x, y and z.

with Mx, My, and Mz, the moments about the body axes x, y and z.

Fi (1=x-z) is of the form

Fi= qSCFi (a'&2"p 2" VT'P'Q.'.) + f1 + 9,
and Mi (i=x-z) is of the form

Mi= qSCMi(cm 2.,B2,VT,PQ,'') + mi

where fi and mi are applied external forces and torques respectively and g, the gravity
force on the airplane

The nonlinear parameters in NLAK are stability and control derivatives which are postlated
as polynomials in the state. For example,

from Cm= Cml:aR + Cm a=mR [a R] + Cma21a=:R [a-R] 2

we get by differentiating with respect to a

Cm j = Cm dI- R  + 2C m*02 =R ' -[ R]

where

Cm I. is the change in pitching moment with a at a

c lsis the change in pitching moment with O evaluated at aR. This parameter is the
am classic lierderivative for Cm R

a OR a
Cm0 2 la R is the change in the stability derivative Cm. with a evaluated at aR

aR is the reference angle of attack used in the analysis.

The total list of parameters used by the NLAK program is given in Table I.

A particular feature utilized in the equations is the separation of the lateral-
directional and longitudinal modes for the analysis.

The 6-DOF equations of motion can be reduced to force and moment components representing
either the longitudinal or lateral-directional modes. This feature allows the analyst to
concentrate on those parameters related to the predominant motion in the flight record.
The motion separation feature does not preclude solutions using parameters for the full 6-
DOF system equations. It is up to the user to decide the scope of the analysis.

The separation of the motion into lateral-directional or longitudinal modes is
accomplished in the dynamic equations only (i.e., the modeled states). The nonlinear
kinematic cross coupling is fully accounted for in the reduced equations by defining the
states complementary to the mode being analyzed directly from the measurement data. For
example, if a lateral-directional analysis was being performed, the "dynamic states" would
be V , P, R, #; while the "kinematic states" would be U , W , Q, 8. The situation would
be reversed for a longitudinal analysis. The KASD program will remove any bias or scale
factor errors that may impact the solution and in fact, make all the measurement data
kinematically consistent.
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NLAK Estimation Algorithm

The estimation algorithm used by the NLAK program has evolved through several phases in
the program's development. The first estimator incorporated was identical to that used in
the MMLE program. The results were satisfactory, but the solution required six to ten
iterations. To reduce the computer time and allow more analysis cues for the analyst,
recursive estmation techniques were formulated and incorporated into the program. The two
recursive algorithms used were the Iterated Kalman Filter defined in Ref. 7 and an
estmation process based on perturbations as postulated by Kalman, et al (Ref 2) and Canon,
et al (Ref. 3). The general performance of both recursive estimators was good and gave
consistent answers. However, because the perturbation technique was faster, less
sensitive to the input tolerances and by its method of operation gave quicker insight into
modeling errors (i.e., missing parameters), the perturbation method is being used as the
primary estimator in NLAK. The batch estimation process (MMLE) is still available.

The two estimation processes (i.e., the MMLE batch and recursive) used in the NLAK program
have advantages and disadvantages relative to one another. Overall, the recursive
formulation has given the best performance in terms of computer rime used and consistency
of results. Depending on the options used, the recursive estimator can calculate
solutions in 1/4 to 1/2 the computer time reiuired by the batch process. In addition,
when results are compared over several flight records at the same flight conditions, the
answers are more consistent for the recursive estimator. However, the recursive
estimator requires an initial estimate of how well the parameter values are known before
the solution is attempted (e.g., CY8 = -.042±.005) similar to accuracies ascribed to the
measurement data. If the motion is properly excited, such that the parameter effects can
be separated and identified, an arbitrary assignment of tolerances at 25%-30% of the

initial parameter values will give good answers and have no significant effect on the
solution. For a general motion which has not been chosen for its capability to identify
the stability and control derivatives (i.e., not designed for parameter identification),
the initial parameter tolerances can affect the final solution--particularly for short
records. To circumvent this situation, the batch MMLE algorithm is used to generate a set
of parameter tolerances proportional to the flight records information content for each
parameter. The batch process does not require initial parameter tolerances and in fact
generates an estimate of the parameters statistics without a priori information. The
parameter statistics from the batch process can then be input to subsequent runs using the
recursive estimator.

The basic problem in handling the nonlinear estimation process is to develop a system
linearization that is both accurate and efficient. The linearization approach taken for
the perturbation estimator is to use a varient parameter technique and include second
order effects in the perturbation equations. The main assumption for thje estimator is
that the developed perturbation equations can accurately represent a mapping of the error
distribution from the parameter error space to the measurement system.

The linearization scheme in NLAK is based on the variation of a functional rather than the
differential of a function. This approach is used because the identification process is
parametrically based and the solution can be considered as the difference between
parametric curves. Consider that the differential of a function is an approximation to
the change in that function along'a particular curve, while the variation of a functional
is an approximation to the change curve to curve.

To orient the reader, suppose that the basic system model is given by

x(tk)= (tk'tj)x(tJ) + 6(tkT)B(T)u(T)dT 3)
tj

where

0(tk'tj)= the time varying transition matrix

x(tk)'x(t) the state at times tk'tj
B(.) = the time varying control matrix

u(.) = the control input

then the variation of x(tk); i.e., 6x(tk) is given by

tk
6x(tk) 6sx(t.) + 06x(t.) + k[60(tk,1)B+(tk,T)6B]udT

d= "X ti

Considering the above, the model for the variation, then by differentiating with respect
to time, the differential equations of the variation are obtained. Using

d dx
t [6xlt)]= fs e

the differential equations for this system reduces to
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6i(t k)- F6x( tk) + OFx(tk) + 68u 4)

Considering second order variation (i.e., the variation of the variation) and adding
subscripts to the 6 quantities to identify the variation order.

62 (6 1j)
= F6 2(61 x) + 62 F61X + 62 (6,F)x + 

61F42x + 62(SIB)u

then 6 1i= F[d 1 X+6 2 (d 1X)] + [61F+S2(S1F)]x 5)

+ 6 1F6 2 x + 6 2F6 1X + [6jB+6 2 (61 B)]u

The main interest in the variational equations is their dependence
on changes in the parameters (i.e.,6p.,i=I,n). Therefore,

ignoring the parametric dependence of6 2U6 1 )(i.e.,- a- 6;(6 0)

and assuming a6_x= a6 X also that i6 - a6,F

api Pi api api

)6i-. [F+6 1 F+ 2Fax + [x+61X+62X] -a6B ( 6)
api * " 1Pi

setting

x=B 
P

, anW [6F+62 F]1--
-x  

+ i
6-
[X+6

1
x+6 2x] + aP

B
= Up

apixpi ap ap 1

P= FP + Up 7)

which has the form of a dynamic system with control input.

Equation i can now be evaluated with respect to two concepts; the first presented by
Gura and Hendrikson (Ref. 1), the second by Kalman et al (Ref. 2), and Canon et al (Ref.

3).

The first concept involves incorporating the corrections due to nonlinearities prior to

minimization of the cost function. For example, suppose the scaler J was to be minimized

for a single stage estimation, that is

J= [z-h(y)]TR-l[z-h(y)]

z = measured variable
h(y) = calculated variable

r = weighting matrix

Using standard linearization; i.e., differential corrections, h(y) is assumed to be

h(y)
= 

h(i) + a [)y-i

then minimizing with respect to y gives

(2-j)- ._Mi R
"
-[_' - [~]

ay aR

so that

y= j + [[ah-hA )xI]T 'R I '~-b(-J I I FI~ " R l [ -( )

3 x ax ax

the alternative forwarded by Reference 1 is to first perform the minimization with respect
to y, so that

a.] "_Cah(y)T' -[z.(Y) = 0
3ay
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Then assume that (a(J)/ay is a linear function of (y-x) and obtain

#,= i + [_a[[ah R]T R-I -I[ahji1 T R-][z-h(i)]
or ax - [z-h(x)if]l h- x1]

or

aLh(l ] T R]-_] _1 __

y= + r[ah± ]T R"1 [ahC[ - - a--i]T R-lz-h(x)]] 1
a x ax ax

h x1T R 1 [z-h(i)] 8)a x

The same essential result can be obtained by assumming that h(y) is a quadratic function
of (y-x) and minimizing that approximation.

In either case, the main idea is to correct or condition the perturbation equations as
indicated by the difference between z and h(x); i.e., a control on the perturbation
equations. Under proper conditions, the corrected perturbation equations will represent a
linear mapping or transformation between the parameter error space and the residual error
space.

The second concept is that of defining an attainable set of states relative to a given
class of control input. From Reference 2, the conditions for an optimal control are
stated; if there is a specific (target) state to be reached which is not exclusive of the
attainable states (the class of control inputs being the same), then there is an optimal
control relative to the input for the attainable states.

This is interpreted in the NLAK program to mean: if there are given states attained by
perturbations to the parameters, and if there is a desired state that can be reached by
proper scaling of the parameter perturbations (value of the scaling factor between zero
and one), then there is an optimum set of scale factors on the perturbations which will
enable the desired state to be attained.

To illustrate the use of these concepts in the NLAK program, the variation of the system
perturbation is written as

B _x x [6,F+62F] " + -6F [X+6 1x+62x]  ( 9)
dp i  api - j ap.

where the bar signifies present values of the system matrix and state.

If a perturbation 7r is incorporated into the parameters and results in a simultaneous AF
and Ax such that

AF= [61F+6 2F]

and

Ax= [61x*62x]

one can then calculate the variation of the perturbation equations as

a6x a6x + AF ax + a6F +Ax]aPi L +
ap aPi ap (10)

6p=

Ifa otmu e o armtesi clultd ie, ndicoprte nt h
If an optimum set of parameters is calculated (i.e., = p+ 6€) and incorporated into the

state vector and system matrix, one can also write

a6x a 6x s aF
ap F a__ + 62F a6x + L6-F [;+6 2x] (11)aPi i aPi  aPi

p P
ff-6p

!"p (121

0 -.. 1-6
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under the condition

I rI > I I

This equivalence allows the definition of a perturbation cone relative to the best
estimate trajectory (BET); i.e., the use of p and i in the state equations. The BET
perturbation cone in turn admits continuing optimal correction of the system in response
to the observed residual error.

The basic premise in generating the perturbation equations is determining the proper
conditioning for the equations. By this, it is meant to determine the proper direction;
i.e., sign, and magnitude of the perturbation; i.e., an optimum perturbation, so that the

optimal control is a proper subset of the perturbation input.

The problem is differentiating between the optimum perturbations and the final optimum
corrections. The differentiation between perturbations and parameter corrections is
accomplished in NLAK by solving the single stage optimum control problem under two
different constraint conditions; i.e., the perturbation problem is solved with no

constraints, while the parameter correction problem is constrained to a specified target

state.

To illustrate this operation, consider the figure below

z
Gz

- - x

Gzz_-- U
-y

t2  t3

Z is defined as the observation data with dispersion oz
(covariance R)

x is defined as thee modeled state with error dispersion ax
(covariance S)

y is the best stimate of the state with dispersion O
(covariance )

that a best estimate state y can be determined is seen by:

t 2

mainJ {[y-x]Tsl y-x] + [z-y]TR'l[zY]dt

tI

2S-
1

[y-x] - 2RI 1rz-yJ = 0

so that

y = SR'- ( 13)

where

i= C S- + R-

The next step is to add a control or correction vector If to the basic integral such that

t 2

min f [y-x]Ts-lIy-x + zyTTRI [zy +TV dt

with respect to f . Setting (y = x) or ignoring the constraining statistics of x

foJ -

RT (zyJT 
+ 0-

TW a S (i-x)

for (y-x) - 0



1 - QPTR-i[zJx]  = p x . = f Pdt + P(o) (14)
as = p( o0

The next step is to minimize the integral

min {[Y'x]Ti s[y-x] + [Y-z] TRi Y-Z] + 6pTQI6p) dt

tj

with respect to 6 P

subject to the constraints

y(t) = ox(t 1 ) + [SHT+rL][HSHT+R]-I[z(t)-Hx(tI)]

and

YAti) = x(t1 ) + )x(t) 6P

The particular form of the constraint equation is that of the 'best estimate state' given
by Kalman in reference 9 . This form was chosen because it incorporates the correlation
between process noise and the residuals and propagates the effect from t, to t2 . In
general the correlation matrix L is given by

L(tl) = ET6w(.tl)6Z(tl
IT

where

aw is the system process noise

6Z  is the best estimate of the
change in the residuals.

In the NLAK formulation, corrections to the parameters are considered process noise
relative to the state estimates such that

dw(t1 ) = 9 tI 6P(ti)

dz(tl) = 1-- (tl)6P(tl

so that

L(tl) = 3Ax1) E(Spi(t )P j(t )T, -a6x(t 1 ) )T

L(t) = t Q(tl) [a6X(tl) T

where

Q(t1 ) is the error covariance of the parameters.

Thus the correlation between the system process noise (ap) and the expected residuals (dz)
implies the continuous update of the parameters during the estimation process.

This formulation is equivalent to defining y as the target set for the interval [t2 ,tl]
with the final result being

6p(t1 ) = QPT[pQpT]fSR'i[z(t,)HX(t1)]

assuming that - = p0 pT (i.e., the uncertainty of the state space is a mapping of the
parameter uncertainty).

6p(t1 )= QpT [PQPT+R]-l z(ti)-Hx(tl)] (15)
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The parameter and the state are then updated to * = y so that the perturbation required at
t2  is given by

.(t ) 6= pT R -l[z(t,)-H;(t,)]

where

= [I - QPT [PQpT +R] 1
P]Q

Comparing the perturbationfr(tl) to the correction 6p(tl), it is apparent

I-(t1 )l I 16P(t 1 )I

Satisfying the conditions for the existence of an optimal correction.

Procedure and Results of YC-14 and C8A Analysis

To fully test and verify the nonlinear capability of the NLAK program, flight records of
the YC-14 and C-8A aircraft in the STOL flight regime were obtained and analyzed. The YC-
14 aircraft STOL concept is based on the Upper Surface Blowing (USB) concept while the C-
8A uses the augmented wing to amplify the wing circulation for low speed fight.

In the case of the YC-14, test cases were obtained from the flight simulator and the basic
YC-14 model verified-all parameters used by the NLAK program matched within 3 percent with
90% of the parameters within 1 percent of their true values.

An interesting anomaly occured during the initial identification runs in YC-14 simulator
data. When the initial identification was attempted, the results showed inconsistency
between different maneuvers at the same flight conditions. The problem was traced to a
time skew in the simulator data between the aerodynamic force calculation and the
determination of the state variables; i.e., between the acceleration calculations and the
state calculations. The difference in response to a pilot flying the simulator is
imperceptable, but the identification program was notably affected. This problem is
similar to commutation lags in a flight data system. When the acceleration and the states
were made consistent by shifting the states relative to the acceleration by the amount of
delay in the simulation data, identification consistency was achieved and satisfactory
results were obtained.

When the actual flight test data was obtained, the same type of inconsistency was noted.
Since the commutation lags had been corrected by the Flight Test group, an evaluation of
the data conditioning was considered. The problem was traced to the YC-14 Electronic
Flight Control System (EFCS). Before the acceleration and rate data is processed by the
EFCS and then recorded, it is smoothed by a second order filter resulting in variable time
skews and inconsistent amplitude variations between the accelerations and the states.
This problem was overcome by modeling the filter in the identification programs and
applying it to the programs calculated states. The residual comparison was then between
two filtered states. This was a satisfactory fix in that the identification results
became consistent between flight records.

The high speed YC-14 data was evaluated first with both the linear MMLE program and the
NLAK program to isolate and identify any source of inconsistencies. After incorporating
the second order filter into both programs, the programs gave equivalent results for the
high speed motion which was characterized by low excitation and resultant linear motion.

Due to the significant nonlinearities in the STOL flight regime, only the NLAK program was
able to produce consistent parameter estimates. The linear MMLE program was outside its
applicable flight regime.

The YC-14 STOL flight data was characterized by large variations in the angle of attack
(20 < O < 120) and large velocity excursions (90-120 knots) in conjunction with high lift
coefficients (C L > 3).

Significant nonlinear terms were identified for the longitudinal maneuvers. In the
longitudinal maneuvers, the force and moment equations required the use of third order
terms in Q ; e.q., Cx, Czu3 CmG

3
). Additionally, a strong velocity dependence in the

force and moment equations was identified. This dependence is postulated as caused by Cj
effects on the aircraft's aerodynamics. See Table II for the parameters used and
identified in matching the YC-14 flight measurements. Figure 4 is an example of the
nonlinear parameters ilentified by NLAK for STOL flight. The parameter shown in figure 4
is a third order polynomial in a for Cm, the pitching moment coefficient. From two
flight records using the same reference angle of attack but having different angle of
attack excitation, two separate third order solutions for pitching moment were obtained.
A "best estimate" of the polynomial was obtained by a CIDS combination of the two
solutions. The CIDS best vstimate is compared to the predicted Cm curve obtained from
the YC-14 simultion for further evaluation.
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Figures 6 and 7 show the response matches that resulted from the YC-14 analysis. Several
points must be explained relative to the response match. First is that the response match
is considered a necessary, but not sufficent criteria for judgment as to the quality of
the identification process. For the identified parameters to be accepted as
representative of the arcraft flying qualities, they must be able to reproduce the flight
motion indicated by other test records. A case in point is the response match for the
measurement Ax. The calculated values for Ax have only a relative resemblance to the
values indicated by the measurement itself. A simple force balance along the
longitudinal axis will indicate that the values calculated by the program are more
representative of the actual values than the measurement. The fact there is a conflict
between the program values and the measurement is reflected in the tolerances assigned to
Cxa by the program.

In order to isolate sensor errors of this type, one has two choices. The weighting
(tolerances) assigned to the measurements can be made larger or smaller or the force and
moment model can be expanded or developed to force the program to ignore the erroneous
measurement by the sheer preponderance of contrary information. The second alternative
has produced the most favorable results (i.e., consistent answers, although less than
ideal response matches for all measurements). After a satisfactory model had been
developed and the results obtained, a final combination of the parameters was made by the
CIDS programs. The combined parameter set was then input into the NLAK program and the
verification passes were made. A CIDS verification pass solves only for the trim values

of the force and moment equations (i.e., Cx 0 , Cz0 , etc.) and the initial states values.
The resulting response matches are shown in Figures 8 and Q.

C-8A Buffalo

In all, three longitudinal, and two lateral-directional records were analyzed. The
lateral-directional records were characterized by relatively high excitation in all
states, while the longitudinal record had large excursions for 1 and VT but minimial for
Q. All of the flight data was checked and made kinematically consistent by the KASD
program.

The analysis was started by initializing with the models and parameters determined by the
YC-14 analysis. While the initial runs showed relatively good response matches, severalindicators used in the NLAK program indicated that the system model was not properly

defined.

The first indicator was the time history of the recursive corrections to the parameters.
After fitting the data, it was easily seen that although the conditional covariance of the
parameter was converging, the actual parameter correction was not stabilizing. This
indicated that unmodeled effects are impacting the estimates for that parameter. C ^ and
Ctoa are shown in figure 5. The first column of figure 5 (5a) shows the time history of
the parameter corrections with the initial model of the rolling moment equation.

From the simulator documents, it was known that the augmentor flap position had an effect
on Cfp . This effect was modeled as CEP,5FA , the second column (Sb) shows the
corrections time history with this parameter incorporated. Cgp has smoothed out
considerably, but C;6a remains unstabilized. Carrying the modeling process one step
further, a dependence of C(6a on C was postulated and incorporated into the model. The
final column (5c) indicated a stabilization of both parameter estimates.

The second indicator used by NLAK is a fit quality calculation which is merely the
difference of the average CHI square of the residuals during the recursive fitting process
and that attained by a fit verification pass using the solved for parameters as the
elements in a strict response simulation.

aFIT- = 1 TR-r1 1 T 1
n ZjrT'r -verify- n fit

It is a characteristic of the NLAK program that if the initial weightings of the
parameters are in error and are affecting the solution, the CHI square factor will be
slightly larger for the fit verification pass than for the actual fitting process. If the
tolerances are correct or do not affect the solution, then the CHI square factor for the
fit verification pass will be equal or less than the factor for the estimation pass.
However, if the model is incorrect or inadequate, the CHI-square factor will always be
significantly greater for the verification pass than for the estimation pass.

A third cue used in the analysis is the convergence of the conditional covariance
(dispersion) of the parameters. If the dispersion envelope as seen in figure 5 remain
constant or almost constant it indicates one of two things--(l) there is no information
available for the parameters estimate, or (2) the parameter is at its best estimate. In
the case of the second alternative, this satisfies the criteria for an optimum solution.

The longitudinal analysis of the C8-A data has rather tentative results. The sensor
correction program (KASD) and the nonlinear identification program (NLAK) had problems
maintaining consistency between the velocity and the translational accelerometers and the
alpha pitch measurements. The identified parameters shown in Table III are the result of
segmenting a 105 second flight record into three overlapping 50 second segments. The
parameters identified by each segment were then combined in the CIDS program and the



combined parameter set used to generate a response match over the entire flight record.
Except for an obvious gust at 65-70 seconds, the source of the inconsistencies is unknown.
The operation of the e measurement is somewhat suspect with the possibility of the
measurement having a threshold on Q before responding. (There is a longitudinal Stabilty
Augmentation System on the aircraft.) Some confidence is maintained in the parameters,
however, by the ability to maintain coincident response over the entire flight record.
However, the possibility exists that the model is not properly defined with respect to
certain transient effects. Figure 10 shows the results of the longitudinal verification
pass. It should be rememberei that no dynamic fit of the data was attempted for the
verification run.

After developing the basic lateral-directional model to be used in the analysis (see Table
IV), two lateral-directional records were inalyzed. One record had a Cj of .45, the other
a Cj of 1.05. Since the two records were not at the same nominal flight condtion, a CIDS
combination of the identified parameters was not attempted. The resulting response
matches are the result of the parameter identification analysis. The pirameter
comparisons shown in Table 14 can only be analyzed with respect to the predicted trends.
The general predicted trends are confirmed, but the actual values are not. Further
analysis is required to confirm both the PI analysis values and the indicted trends. The
response matches attained by the analysis are presented in figures 11 and 12.

Conclusions and Recommendations

The basic objectives of the Flight Data Analysis system were to enable the qualitative and
quantitative evaluation of the models used to predict the airplane's dynamic performance
through parameter identification. These objectives have been met over a large flight
regime (STOL to high speed flight, including simulator identification). A first attempt
to allow nonspecialists to use the programs has had success with the linear MMLE program
in the determination of parameter values for the flight simulators. Still to be
determined is the quality of the results using the nonlinear program NLAK in the hands-on
mode of operation. Training for orientation in the use of the Flight Data Analysis system
has been scheduled for personnel in the Flight Controls group.

Further investigation into the sensor documentation should be undertaken to resolve
problems with the sensor data conditioning, sensor dynamic response and sensor alignments.

Particularly valuable in the development of the Boeing Flight Data Analysis system was the
feedback from the Stability and Control design groups. Their demand for consistent and
understandable analysis was a "real world" constraint on the operational characteristics
of the program. Without the confidence of these groups, Parameter Identification will not
be accepted as an alternative method of flight data analysis.

To develop this confidence, the programs must be released to and used by the design groups
and their comments regarding the program's utility must be considered in the further
development of Parameter Identification.
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TABLE IV

$-81 LATERAL-DIRECTIOMAL IDENTIFICATION

BODY AXIS CG @ .32E a REF " 40 6FAUG "650

PARA14ETER - .45 CI 1.05

PREDICTED RECORD I PREDICTED RECORD 2

Cys -1.261 -0.994 -1.301 -1.003

Cy03 - -3.154 - 2.442

Cyp -0.699 - -0.448

Cy6r 0.768 0.390 0.768 0.308

CLO 0.000 -0.203 -0.022 -0.234

CES3 - -1.597 - -4.113

CL6  - -2.834 - 0.455

CLP -0.501 -0.592 -0.644 -1.218

CLA 0.232 0.412 0.306 0.495

CtO, - -16.187 - 8.630

Cta- -14.719 -1.600

C 4r 0.049 0.041 0.049 0.053

Cl6a - 0.366 0.196
C Zsa- 3.920 4.378

CL6aCj - -

Ct1661  - 0.005 0.007

Cai - -0.022 0.024

CL61 - -0.006 0.005

Cri 0.241 0.167 0.211 0.147

Cn3- 4.998 - -2.116

Cno. - -0.571 - 0.376

Cnp -0.131 -0.336 -0.194 -0.584

Cnk -0.083 -0.455 0.032 -0.287

Cn- 1 -1.475 - -0.662

Cn.- -46.021 - -6.408

Cn6r -0.461 -0.231 -0.461 -0.298

cno1 - -0.006 - 0.027

Cn-di 0.102 0.095
Cn-I 0.034 -0.021

Cn- - 0.047
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SUMMARY

Fighter aircraft are required to have excellent maneuverability to succeed in most air combat scenarios. Angle
of attack, airspeed, roll rate and/or pitch rate limiters incorporated to prevent the pilot from placing the aircraft in
a region of poor lateral-directional stability may also limit the aircraft's capability to accomplish its basic mission.
It is possible, however, to combine an airframe which has good rost-stall aerodynamics and a sophisticated control
system in such a way as to enhance the total system performance capability. In order to ensure that an airframe de-
sign will have these good aerodynamics, experimental test techniques and analytical prediction methodologies must
provide reliable information early in the preliminary design phase. This paper presents a survey of some of the
techniques that will aid the fighter aircraft designer in building good high angle-of-attack aerodynamic characteristics
i-ito the airframe.

1.0 INTRODUCTION

Many papers have been written on the subject of predicting high angle-of-attack characteristics of aircraft. They
have dealt with analytical as well as experimental techniques. This papel will summarize some of the more well
known analytical and experimental methods and endeavor to highlight the contributions each method provides.

Much has been said about the poor correlation which has been obtained over the years between flight test and an-
alytical stall departure and spin-entry predictions for a variety of aircraft. The cause of some of the poor correlation
has been attributed to inherent limitations of conventional static aerodynamics and a lack of fundamental understanding
of the aerodynamic phenomena which are present. While the latter is certainly true, a large percentage of the poor
results obtained in high angle-of-attack analysis can in many cases be attributed to poorly measured static aerodynamic
data rather than any limitation Imposed on a simulation because of a lack of dynamic derivatives. It is also true that
extrapolation from one configuration to another in the angle-of-attack region where vortex interaction and separated
flows predominate has led to poor prediction of stall characteristics. Also, many digital stimulation programs in the
past have had a limited capacity to store data as a nonlinear function of angle of attack and sideslip. Linearization of
these data sometimes obscured the problem and again poor correlation was obtained.

Aerodynamic hysteresis, Reynolds number, rotary derivatives, unsteady aerodynamic,; and other effects are
certainly Important and in some cases are not totally understood. However, fundamental procedures such as expand-
ing the storage capabilities of 6 degree of freedom analysis programs, improving static wind tunnel test techniques,
taking more data and providing adequate stability criteria which take coupling between the longitudInal and lateral de-
grees of freedom into account can greatly increase our ability to confidently predict the high angle-of-attack behavior
of an aircraft early in a development program.

What are the limiting factors on maneuverability that make predictions of stall/departure characteristics of
fighter aircraft important? Figure 1-1 shows a typical lift curve. Buffet onset is not usually a limiting factor but
may be a warning In some cases of Impending difficulties. Buffet intensity is a potential limiting parameter. Wing
rock onset Is certainly a limit on tracking accuracy but not necessarily a limit on usable lift. Some aircraft have
wing rock which diverges initially and then becomes bounded at a moderate oscillation amplitude. This provides in-
formation to the pilot that he Is approaching or exceeding maximum wing lift which he may want to do in a defensive
role to force an attacker to overbhoot. If the oscillation amplitude is not extremely large and if no departure from
controlled flight is imminent, he wilt not hesitate to pull into fairly heavy wing rock. However, if wing rock is merely
the first step in a sequence of e\ ents leading to a departure, then the first onset of wing rock is a limit. Roll rever-
sal implies the aircraft has to unload to roll so that the usable lift in the airframe Is limited. Directional divergence
Is another limit because if the angle of attack for divergence is exceeded, nose slice or departure and possible spin
entry will result.
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FIGURE 1-1. USABLE LIFT

Automatic control systems can be designed to improve departure resistance and such systems may also allow
higher usable lift to be obtained. Roll/yaw interconnects can prevent the build-up of adverse sideslip during a rolling
maneuver, thereby allowing higher roll rates to be obtained. Aircraft with poor aerodynamic stability characteristics
require the control system to provide the needed levels of stability, both longitudinal and lateral-directional, to pre-
vent loss of control. If these control system requirements become too restrictive, they may lead to angle-of-attack,
airspeed, load factor and/or roll rate limits all of which reduce the potential maneuver performance which an air-
frame with good aerodynamics might otherwise achieve. Figure 1-2 shows how the maximum maneuver boundary can
be affected due to a control system which limits the aircraft to prevent departure. The significant reduction in the
maneuver boundary indicates that it is clearly more desirable to have an airframe which contributes a high level of
resistance to loss of control which might be enhanced by a sophisticated control system, than to have a control sys-
tem attempt to compensate for poor lateral-directional aerodynamic characteristics thus limiting the maximum ma-
neuver capability of the aircraft.
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FIGURE 1-2. EFFECTS OF ANGLE OF ATTACK AND LMITERS
ON MANEUVER CAPABILITY

The departure prediction techniques which are appropriate and the level of accuracy required from them gen-
erally vary wIth time and depend on what stage the aircraft Is in the design phase. Major configuration decisions
must often be made early in preliminary design stages when only a limited amount of data is available. Complicated
prediction techniques involving vast data arrays are useless at this time because the required data are not yet avail-
able. Consistent simple prediction techniques are important in the early design phase to establish the configuration
and make trade studies between performance and departure resistance. Later in the development cycle, increased
accuracy is required to avoid costly configuration changes and reduce risk during flight test. If the program is large,
further refinements in the aero/math model are required to be able to accurately estimate the effects of future design
changes.
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This paper will present a synopsis of the current prediction techniques and discuss their relation to various

stages of the design phase. It will also attempt to show which methodologies are most accurate or appropriate when
parameters such as time and cost effectiveness are considered.

2.0 EXPERIMENTAL TECHNIQUES

Significant advances have been made in recent years in the state-of-the-art of theoretical, computational aero-
dynamics. In spite of these advances, rational, purely theoretical tools based on first principles which can be used
with confidence to analyze the high angle-of-attack characteristics of aircraft have not yet been developed and are not
likely to be developed in the foreseeable future. The best analytical techniques and methodologies currently in use
which deal with the high angle-of-attack area of the flight envelope rely almost completely on experimentally mea-
sured response characteristics and aerodynamic forces and moments. Hence, the discussion of the experimental test
techniques which should be used to acquire these data becomes extremely important.

Much has been said over the years about the aerodynamicists' capability to adequately represent the post-stall
behavior of an aircraft. In all fairness to our fellow aerodynamicists, however, the problem which we face is ex-
tremely formidable. The aerodynamic phenomena present are highly complex, nonlinear, not too well understood
and, in some cases, impossible to functionally quantify. A great volume of data which demonstrates poor correla-
tion with flight test results has been generated. In general, the correlations have been acceptable only when the sim-
ulation is performed after the fact. When we know the answer, the solution to the problem becomes a great deal
easier to find.

In the pursuit of accurate prediction of the high angle-of-attack characteristics of an aircraft, the aerodynam-
icist has many tools potentially available to him. These tools include: static, forced oscillation, rotary balance,
curved or rotating flow wind tunnel tests, water tunnel tests for flow visualization, tethered model tests, vertical
spin tunnel tests, drop model tests and manned simulation. Each of these tools can provide an increment to the level
of accuracy which can be achieved. It would, of course, be unreasonable to expect that all of these tools could be
utilized during the development of a new aircraft. The realities of the aircraft design process force us to "take our
best shot" early in the design phase when there has not been sufficient time (or funds) to thoroughly wring out a con-
figuration. It is with these realities in mind that this paper has been written.

2. 1 Wind Tunnel Tests

The wind tunnel is, of course, the primary experimental tool used to predict the high angle-of-attack character-
istics of aircraft. Several different test techniques are used to isolate the various components of the equations of mo-
tion which may be functions of position angles, rotational rates or oscillation frequency or amplitude. There is, how-
ever, no way at present that an aerodynamicist can isolate, experimentally, all the required parameters. The effects
of aerodynamic hysteresis have been measured and can be important near the stall angle of attack; the effect of
Reynolds number can be extremely important; the inability to separate the $ and rate derivatives obtained from forced
oscillation tests has restricted our ability to mathematically model the aircraft dynamics correctly, and the effect of
unsteady aerodynamics at high angles of attack is automatically filtered by the wind tunnel data acquisition system be-
fore the data is used to formulate an aerodynamic model. In spite of the many gaps in experimental capability, small-
scale wind tunnel data, measured accurately over adequate angle-of-attack and sideslip ranges in sufficiently small
incremental steps, can be used to estimate with reasonable confidence the stall/departure/spin characteristics of
fighter aircraft.

2. 1. 1 Static Wind Tunnel Tests

Initial prediction of the high angle-of-attack characteristics of an aircraft configuration are made from static
wind tunnel data. Prediction parameters such as Cn$ DYN and Lateral Control Departure Parameter (LCDP) can be
used with a high level of confidence if care is taken when measuring the data from which these parameters are cal-
culated. As shown in Figure 2-1, data taken at angle-of-attack increments of 5 degrees can produce deceptive an-
swers. Also, the sideslip angles which are used to determine lateral-directional stability must be carefully chosen.
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Figure 2-2 presents a typical variation of lateral-directional coefficients as a function of sideslip for a fixed
post-stall angle of attack. As evidenced, there is a large degree of nonlinearity at large sideslip angles and a high
degree of hysteresis at smaller sideslip angles. In order to accurately measure these aerodynamic nonlinearities,
especially in angle-of-attack and sideslip regimes where vortex decay or breakdown is occurring, it is advisable to
measure data in increments as shown in Figure 2-3.
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FIGURE 2-2. AERODYNAMIC HYSTERESIS IN A
REGION OF VORTEX BREAKDOWN

a RANGE 4a CONSTANT 5

la 1 <200 1.00 0. ±2, ±5, ±10, ±15,30

200 < [a (<350 0.50 0, t2, ±5, ±10, ±15,30

350 < la 1 <600 2.0 0, ±2,± 5, t10, ±15,30

600 < Ia I<900 5.00 0, ±2. -±5, 10. ±15,30

FIGURE 2-3. TEST ANGLE RANGES

2. 1. 2 Rotary Balance Tests

An experimental tool which has been used to uncover much valuable Information about the characteristics of air-
craft in a steady, smooth spin is the rotary-balance test technique. This technique Is used to gather six-component
force data on aircraft scale models at a constant value of angle of attack of from 45* to 90* for a range of non-
dimensional spin rate (Qb/2V) of *0. 30.

The spin has for many years been recognized as a maneuver with no tactical utility. As the requirement to spin
aircraft in training was declared nonexistent, the emphasis in fighter design In the past 20 years or so has moved away
from a thorough analysis of the developed spin characteristics and more toward the near post-start region where de-
parture prevention is the key objective. In this period, the use of the rotary balance rig to test fighter configurations
has slackened.

In the near future, it is not likely that this emphasis will change, because of the ever increasing tendency in the
industry to rely on sophisticated control systems to "automatically" prevent the pilot from placing his aircraft in i
region of the flight envelope where departure Is possible. In spite of this current emphasis, more research is re-
quired to determine the influence of such variables as forebody cross-sectional shape and fineness ratio, after body
shape and empennage and wing geometry on the aerodynamic forces and moments present in a steady spin. Based on
these studies recovery capability from unintentional spins could probably be improved. This research should be car-
ried out on rotary test rigs, and in spite of the specific results being, perhaps, configuration dependent, overall, the
research could be used to develop design guidelines which would aid designers in choosing departure and spin resis-
tant configurations. Rotary-balance testing is almost certainly out of the question during the preliminary design phase
of aircraft development. Rotary data on a final configuration can, however, when combined with forced oscillation
data, provide a more accurate simulation of the expected developed spin rates, modes and recovery characteristics
of an aircraft.

2.1.3 Forced Oscillation Tests

As stated in paragraph 2. 1. 1, static wind tunnel data can be used with some degree of confidence to predict the
behavior of an aircraft at high angles of attack. Prediction of certain types of maneuvers which contain highly oscil-
latory aircraft motions (such as large amplitude wing rock), has, however, been poor in the past when the aerody-
namic model lacked accurately measured damping derivatives. Here again, the best match between simulated re-
sponse data and experiment has come after the fact when the aerodynamic model has been altered (in a reasonable
way) to force a match. Such studies as shown in Figure 2-4 have shown the acute sensitivity predicted high angle-
of-attack response characteristics can have to small changes to damping dorlvatves. In the case shown, only roll
damping was changed in the stall region.

Figure 2-5 illustrates an example of an attempt to develop a configuration modification in the wind tunnel which
would have a large beneficial effect on wing rock characteristics. Static, lateral-directional stability data are shown
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for the initial configuration exhibiting a local loss of dihedral effect and a local directional instability in the stallangle-of-attack region. The minimum value of CnIODY N in the stall approaches zero, indicating that wing rock os-
cillations would be expected in flight. Ibis was indeed the case as the aircraft exhibited a bounded wing rock behav-ior. The wind tunnel data for the modified configuration show~d a significant improvement in late ral-di rectional
stability values in the stall region, indicating the configuration should have a stall behavior with little or no roll os-cillations. Such was not the case in flight. however. and the apparent cause of this lack of correlation is thought tobe due to the fact that neither configuration exhibited damping-In-roll in the stall region. The example is presented
merely to Illustrate how futile predicting changes in oscillatory high angle-of-attack characteristics due to a configu-
ration modification can sometimes be when the experimental tools are limited to static wind tunnel data.

The primary airframe contributur to both static lateral stabilty (C l I as well as dynamic roll damping (Cp)
is the wing. Certain wing selection and planform geometries can result in significantly different airframe roll dampingcharacteristics. Figure 2.6 Illustrates three possible variations of Clp with angle of attack and the expected stall and
wing rock behavior associated with each.
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FIGURE 2-6. EFFECT OF ROLL DAMPING FOR THREE CONFIGURATIONS

A significant variation of roll damping with oscillation amplitude has been measured for some configurations.
This effect is illustrated in Figure 2-7 and could result in an initial divergence in roll oscillation until a threshold
amplitude is attained followed by neutrally damped, bounded oscillations. It is obvious from these data that accurate
prediction of the oscillatory stall characteristics of an aircraft requires equally accurate damping derivative data.
Such data may be determined from forced oscillation tests or curved or rotating flow wind tunnel tests.
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FIGURE 2-7. EFFECT OF OSCILLATION AMPLITUDE

Empirical guidelines should be developed to relate wing section and planform geometry parameters to expectd
stall characteristics as a guide to the designer.

2. 1.4 Curved or Rotating Flow Wind Tunnel Tests

One technique which has been used to separate rate derivatives (Cnr , Ci p Cq) from the unsteady derivatives

n I , md ) is by u&-tg a wind tunnel with a curved or rotating flow through the test section. Such a wind tun-
ines described in Refere7 1. This wind tunnel has been specially designed to obtain pure rotary derivatives in the

yaw, roll and pitch axes.

Curved flow past the model is produced by deforming the walls of the test section in a prescribed way and by
tuning the velocity profile in the radial direction by means of a graduated wire mesh screen. In the rolling flow teats,
a motor driven rotor located upstream of the teat section is used to impart a rotary motion to the flow. The rotor
vanes are specially designed to provide a velocity distribution which simulates a solid vortex. This allows the fixed
model to experience a flow field similar to that which an aircraft rolling about its velocity vector would see in flight.

Figures 2-8 and 2-9 present a comparison of rotary derivative data from forced oscillation tests and from
curved and rotating flow wind tunnel tests. As can be seen, the agreement at low angles of attack is good; the A con-
tribution is quite small. At higher angles of attack, significant unsteady effects are present.

2.1. 5 Reynolds Number Effects

The question of the effect of Reynolds number on the analysis of an aircraft's characteristics at high angles of
attack is a popular one. Prediction of high angle-of-attack flying qualities of all classes of aircraft geometries with
confidence by extending analytical results obtained using small scale, low Reynolds number aerodynamic data to full
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scale flight test may not be possible. There is strong evidence which indicates that Reynolds number effects are
small for fighter aircraft with thin wings having sharp leading edges which fix the separation point and incorporating
large wing-body strakes or leading edge extensions which generate strong vortices at high angles of attack. There
also exists, however, equally strong experimental evidence of large Reynolds number effects, particularly for air-
craft with relatively thick wing sections and large leading edge radii and on forebodies which generate strong second-
ary vortices fed from a sheet originating at the separation line on the side of the nose. The effect of Reynolds num-
ber on the more dominant apex vortex pair is thought to be small. Small model imperfections can cause these
Reynolds number effects to be amplified, particularly at angles of attack above 35 degrees. This will be discussed
In greater detail in a later section. Examples can be found where the best correlation with flight test is obtained only
with small scale data measured at the highest Reynolds numbers. Other examples exist where such a wide variation
in the data exists that, in some cases, the lowest Reynolds number data shows the best agreement. Clearly, accu-
rate prediction of high angle-of-attack characteristics is impossible under such circumstances.

In the absence of an adequate experimental data base, the question of the general effect of Reynolds number
cannot be answered here. Even with such a data base, the answer will likely be extremely configuration dependent.
For current generation fighter aircraft, the available data indicate a critical Reynolds number exists somewhere be-
low 1 million above which variations in aerodynamic parameters tend to damp out. Testing should, of course, al-
ways be conducted at the highest Reynolds number available, but, it is felt that data measured carefully at Reynolds
numbers greater than 2 million should yield sufficiently reliable results. Figure 2-10 shows an example of yawing
moment data at zero sideslip for two different aircraft taken at several Reynolds numbers. Aircraft A and B exhibit
a good correlation between small scale data taken at Reynolds numbers of 1. 0 to 2.0 x 106 and flight test data taken
at in the range of 5.5 to 6.5 x 106.

2. 1. 6 Data Repeatability

A lack of repeatability in aerodynamic data at high angles of attack can be caused by many factors. Low
Reynolds number aerodynamic hysteresis; wind tunnel model imperfections; wind tunnel turbulence level and unsteady
aerodynamic phenomenon can all contribute. Figure 2-11 shows an example of typical but poor repeatability at high
angles of attack at zero sideslip. Unsteady aerodynamic effects cannot be studied by using conventional wind tunnel
support apparatus and instrumentation due to the limitations of data acquisition systems. Aerodynamic hysteresis
can be measured but its effect cannot easily be factored into an analytical methodology so that it can be useful. Rey-
nolds number effects were discussed in the previous section and wind tunnel turbulence level is beyond our control,
generally.

Data have recently been gathered on several configurations which indicate that the effect of small model fore-
body imperfections (perhaps amplified by the low test Reynolds number) can be quite large. Figure 2-12, taken from
Reference 5, illustrates the effect of the roll angle of an axisymmetric nose on the side force generated at zero sideslip.
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Figure 2-13 illustrates a similar effect on a nonaxisymmetrLc forebody where the roll angle was varied by only
4O. 5 degree. Data variation at angles of attack of greater than 40 degrees is unacceptable. However, repeatability
within the same test for a fixed forebody roll orientation is quite good as shown in Figure 2-14.
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This effect, as with others which have been discussed, is possibly very configuration dependent. During the
development of an aircraft configuration, the sensitivity of a particular forebody geometry to these small imperfec-
tions should be investigated. If the effect is found to be significant, care should be exercised to use test techniques
which would minimize its influence on the data gathered. Numerous repeat runs are always very valuable to monitor
any shift in the data.

2. 2 Water Tunnel Tests

Accurate visualization of the flow field around an aircraft has long been recognized as a valuable aid to an aero-
dynamicist, regardless of the Mach number or the angle of attack being considered. Well known techniques such as
Schlierin, shadow graph or laser inferometer photographs, surface oil flow or tuft patterns and smoke or hydrogen
bubble generators have been applied to a wide class of aerodynamic problems with good success.

However, satisfactory visualization of the fluid mechanic phenomena associated with an aircraft operating at
a high, post-stall angle of attack is not really possible with any of the aforementioned techniques. Northrop has se-
lected a water tunnel as the best available experimental tool to provide convenient, vivid and easily controlled flow
visualization studies of vortex interactions at high angles of attack. The reason for this is two-fold. First, the den-
sity of water is 800 times that of air. Any dyes or other tracers put into the fluid for low visualization can be
roughly 800 times more dense in water than in air with resulting light reflecting characteristics orders of magnitude
better. Second, at the same unit Reynolds number and model scale, the velocity in water is 1/15 that in air, and



thus, a "slow motion" view of the flow can be observed. Most aerodynamic phenomena are easier to follow and better
understood at the slow speed.

Prior to development of the Northrop water tunnel, the question of whether flow-field characteristics in air
could be properly simulated in water with sufficient accuracy was considered. It is well known that if cavitation is
avoided and compressibility does not enter the problem, then the flow of water and air at the same Reynolds number
are similar. At the same model scale and velocity, the Reynolds number in water is higher by a factor of 15. Be-
cause of practical limitations in speed and model scale, water tunnel tests are generally run at Reynolds numbers
well below those o1 wind tunnels. However, for present day fighter aircraft operating at high angles of attack, flow
separation occurs at wing leading edges at all Reynolds numbers, provided the Reynolds number is above a critical
value. The water tunnel is operated above the critical value corresponding to leading edge separation. As a result,
aircraft leading edge separation phenomena, including the downstream influence on the flowfield, is properly simu-
lated in the water tunnel.

Following construction of the Northrop water tunnel and development of adequate flow visualization techniques,
tests were performed to check out the water to air analogy. Figure 2-15 shows for sharp-edged delta wings of differ-
ent sweep angles the variation In vortex burst location as a function of angle of attack as determined from water tun-
nel tests. These data were correlated with wind tunnel data for identical wing planforms as shown in Figure 2-16.
A comparison of trailing edge vortex burst angles of attack determined from the Northrop water tunnel and from wind
tunnel tests of Wentz (Reference 22) and Poisson-Quinton (Reference 6) was made. Excellent agreement is exhibited.
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FIGURE 2-15. VORTEX BURST POINT FROM WATER TUNNEL TESTS

Comparisons of motion pictures and photographs of various flowfield phenomenon generated by several other
aerodynamic configurations have shown equally good agreement between the observed flowfield structure obtained in
the water tunnel and in various wind tunnels.

Water tunnels have been used with great success in the past, especially during the era of the SST. Work at
ONERA (References 7, 8, 9, 10) analyzing the vortex flow around ogee and delta wings and slender fuselages has
proven the utility of hydrodynamic facilities. Work at Northrop in the water tunnel has consisted of extensive re-
search into forebody shaping to augment stability at high angles of attack, leading edge extension (LEX) contouring to
delay vortex breakdown, spanwise blowing to enhance vortex strength and configuration studies to aid in location of
wings, inlets, tails and control surfaces to take maximum advantage of vortex induced lift and to minimize adverse
interactions. Figures 2-17 through 2-20 present some examples of studies conducted in the Northrop hydrodynamic
facility.

2.3 Tethered Model Tests

This test technique consists of free flight testing of a scale model in the wind tunnel. The dynamically scaled
model is flown by remote control In the open throat test section of the Langley 30 x 60 foot full-scale wind tunnel.
Control commands, electrical power for servo actuators and compressed air for ejector drive thrust simulation are
fed through an umbilical cable, attached to the model. Control augmentation laws are stored in a peripheral
computer.

This technique has a valuable, but restricted application. It can provide information on the flying qualities of
an aircraft at angles of attack at or below stall. Flight above the stall angle of attack is possible if the aircraft has
no unstable characteristics, therefore this testing technique can also be used for VTOL transition tests. Experiments
using this technique can greatly aid the safety of a flight test program by uncovering potential dynamic stability prob-
lems near the stall angle of attack or at large values of sideslip at lower angles of attack. It can also be used to
evaluate a control augmentation system and its effect on flight characteristics prior to first flight.

AMMAN. ...
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This technique will, however, only provide an indication of a tendency of an aircraft to depart from controlled
flight at near-stall angles of attack or at large sideslip angles. Neither the severity or durati;n of a departure nor
the expected recovery characteristics can be evaluated with this method. The susceptibility of an aircraft to prog-
ress from a post-stall gyration (PSG) or departure to a spin cannot be investigated either. Maneuvers are limited,
in general, to 1-g, however, mild maneuvering such as bank-to-bank rolls or steady-state sideslips can be
accomplished.

One additional comment is appropriate with regard to the tethered test technique. As with many of the experi-
mental tools available within the current state-of-the-art, this technique is, unfortunately, not a tool which is likely
to be used during the preliminary design phase of most aircraft. The costs associated with a wind tunnel free-flight
test can be high, but because the models can be used for low speed force, moment and forced oscillation tests, the
costs associated with tethered testing can possibly be offset.

2. 4 Vertical Tunnel Tests

Vertical wind tunnels are used primarily to investigate the spin modes and recovery characteristics of an air-
craft. Because of the launch methods used, no stall or departure motions can be obtained. In addition to spin mode
identification, vertical tunnels are very useful in evaluating spin recovery devices to be used during the flight test
phase of a spin test program. Sizing of the spin chute canopy diameter and determination of the proper riser and
suspension line lengths to ensure positive recovery are best suited for evaluation in the vertical wind tunnel.

The vertical wind tunnel is a minimum cost facility and many repeat runs can be obtained inexpensively to es-
tablish trends. It is an indoor facility and not subject to adverse weather conditions.

2.5 Remotely Piloted Drop Model Technique

The free flight drop model technique consists of launching a radio controlled, dynamically scaled model from
either a helicopter at low altitudes (approximately 5000 feet) or from a parent aircraft such as a B-52 at very high
altitudes (up to 40,000 feet). Helicopter-launched free flight drop models of several aircraft have been tested at
NASA Langley and B-52-launched models of the F-15 has been tested at NASA Dryden. The YF-16 was tested by
AFFDL at the USAF Flight Test Center at Edwards AFB.

This technique Is useful In determining the post-stall and spin entry motions of aircraft. This information can
not be obtained from any other test technique short of full scale flight testing. The drop model technique can be used
to evaluate the effect of adverse control inputs during the post-stall gyration (PSG) phase. Accelerated as well as I g
stalls can be performed.
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The techniques used in this type of testing are very similar to those which are used during full scale testing and
the spin susceptibility of an aircraft determined from drop testing its usually verv representative. Complex control
laws can be programmed into computers in the ground station and up-linked to 'L!:c model to properly simulate highly
augmented flight control systems.

The major limitation associated with this method is cost of the models as well as support costs for the test pro-
gram. The time required to complete such a program is also a serious drawback. Thc major justification of such a
test technique is in the increased level of safety that the results lend to a full scale, manned, flight test program.
Certain areas of the flight envelope can be explored with a bit more vigor when an unmanned drop model is used. Drop
model tests are used to predict departure and spin entry susceptibility and can identify recommended controls to be
used for recovery from the PSG or spin phase prior to flight testing.

2. 6 Manned Simulation

Meaningful manned simulation of aircraft departure and spiii characteristics is a difficult task. Not only are
.re limitations inherent due to the aerodynamic moK ling, but also limitations exist which are imposed by the sim-

ulator itself. In most cases, aircraft motions during departures are usually random, and require Loth visual and
"seat of the pants" pilot cues. For this reason, moving based simulation or fixed base simulation with motion cues
should be used in an investigation of stall and departure characteristics. Even when moving base simulation is avail-
able, care must be taken to use the best set of nonlirear aerodynamic data and any available flight data to produce a
good model of the aircraft or results could be misleading. Preceding the flight test phase of the F-5E Spin Suscep-
tibility Program, a simulation of the aircraft was implemented on the NASA Langley Differential Maneuvering Simu-
lator. Fortunately, stall flight test data, both 1-g and accelerated, were available to improve the aircraft model.
The Northrop and the USAF pilots both flew the simulator prior to flight tests. Both agreed that there were some
high angle-of-attack characteristics identified during the simulator tests that were later encountered during the spin
tests. Due to their exposure to these characteristics on the simulator, they were better prepared to react to them in
flight. Certain areas of the test matrix were explored first on the simulator prior to performing them in flight to gain
confidence. Manned simulation can also be used to determine the effect of certain configuration modifications prior
to testing.

Good simulation is particularly useful in development of control systems, saving flight test time and reducing
risk. Although at this time, simulation will not replace stall departure or spin flight testing, it can be used as a
"confidence builder" (albeit an expensive one) to augment flight test programs or as a familiarization tool or training
device.

2. 7 Full Scale Flight Tests

A discussion of full scale flight test techniques may seem misplaced in a survey paper which deals with the pre-
diction of an aircraft's characteristics at high angles of attack in as much as this phase of an aircraft development
should represent the "final answer. " However, some discussion of the aerodynamic effects of certain required con-
figuration features peculiar to a test aircraft is appropriate.

Instrumentation requirements for an aircraft which will be used in stall-opin testing are among the most de-
manding that an engineer must deal with. Comprehensive analysis of stall-spin 'ight test data requires accurate
knowledge of the aircraft's angular position relative to both the velocity vector and the earth, its angular rates and
acceleration, its airspeed, Mach number, altitude, engine operating conditions, inertial distribution, contral sur-
face positions and configuration (flaps, gear, speed brake, etc). Care must be exercised to insure that the effect of
the emergency recovery system installation, external camera protuberances or special instrumentation package in-
stallations on the test aircraft has a minimal effect on the aerodynamics and the inertia characteristics of the air-
craft. If their effect is not negligible, this must be adequately taken into account in any preflight analysis or predic-
tion which is done. It goes without saying that the test aircraft must be representative, aerodynamically and inertially,
of the production aircraft.

One area which deserves special attention is the installation of a large flight-test nose boom to mount an angle-
of-attack and sideslip vane and pitot-static system. This modification to a test aircraft can significantly affect the
lateral-directional stability of the configuration at high angles of attack and could, potentially, alter the departure
susceptibility and recovery characteristics which would be determined.

Figure 2-21 illustrates the variation in lateral-directional stability which can be caused by the installation of a
large (4-inch diameter) flight test nose boom on a fighter aircraft. A significant change to the forebody vortex system
is produced by the nose boom.

3.0 ANALYTICAL TECHNIQUES

This section presents some of the current analytical techniques to predict aircraft stall/departure/spin charac-
teristics. The categories of buffet onset, wing rock, roll reversal, roll departure, yaw departure, post stall/spin
entry, steady spins and spin recovery will be addressed.

3. 1 Approach to Stall/Post Stall

3. 1. 1 Buffet Onset

Buffet onset is not usually a limiting factor. However, severe buffet may prevent adequate tracking capability
and therefore could effectively limit turn rate capability. Breaks in the lift curve slope prior to reaching maximum
lift have been used to predict buffet onset. Wing root strain gages have also been used to predict buffet onset and buf-
fet intensity in the wind tunnel. Flight test results of Reference 11 showed that breaks i the slope of aileron hinge/
moment, trailing edge flap hinge/moment and trailing edge static pressure coefficients with angle of attack correlated
well with initial flow separation and buffet onset.



19-14

64

48

44

40 -

32

24 4-
20

CV CC

FIGURE 2-21. EFFECT OF FLIGHT TEST NOSE BOOM

3.1.2 Wing Rock

The occurrence of wing rock Is common to most fighter aircraft when operating in a tactical environment. Wing
rock usually becomes the limiting condition, in conjunction with buffet, for adequate gun tracking capability. It can
occur in the transonic Mach number region at moderate angles of attack as a result of shock/boundary layer inter-
action. It can also degrade air combat maneuvering capability at airspeeds/Mach numbers at or below the corner
speed of the aircraft in the vicinity of the stall angle of attack.

Many aspects of wing rock, such as the triggering mechanisms and the sustaining forces, are not well under-
stood. Wind tunnel data on several individual aircraft have been analyzed and a fairly good correlation with full scale
flight results demonstrated. Unfortunately, prediction methodologies derived from these analyses have not proven to
be sufficiently reliable on present day aircraft which have moderately swept, highly cambered wings and employ com-
plex vortex systems for lift augmentation at high angles of attack.

Tests performed on the F-5A at NASA Ames Research Center (Reference 12) using a specially designed flexible
support system which allowed the model to oscillate in roll have provided some insight into the flow mechanism re-
sponsible for the medium angle of attack (11-12 degree), transonic, small amplitude wing rock phenomenon. Based
on pressure and response data acquired when the model was constrained by a fixed support and when it was free to
oscillate in roll, it was concluded that the wing rock was generated by a limit cycle mechanism due to the pressure
changes on the wing upper surface, especially near the wing tip. The primary reason for the pressure changes was
the induced changes to local wing panel angles of attack which alternately caused leading edge stall and recovery.

3. 1. 3 Roll Reversal/Roll Departure

Roll reversal can be accurately predic~l using LCDP or the aileron alone divergence parameter (AADP) as
shown in Reference 13 and 14. The parameter LCDP has been used in various forms for different purposes and is
derived from the simplified rolling and yawing moment equation. As a lateral control departure parameter, it pre-
dicts roll reversal or the point where rolling moment due to adverse yaw overcomes the aileron power.

LCDP (AADP) = Cn -(- ) C, (no rudder)

C +KC
( n n

6 a n, rC =KC - (with rudder)

a r

where K = 6a

When LCDP approaches zero, the aircraft will not roll with aileron input. When LCDP becomes negative the
aircraft will experience a rolling departure, I. e., the aircraft rolls opposite to roll control input. At large negative
values of LCDP the aircraft will depart in yaw opposite to the aileron input and spin entry is probable. A computer
study varying Cn 6 making LCDP more positive or negative for a modern fighter configuration is shown in Figure

3-1. As shown, as LCDP became more negative than -0. 001 spin entry was possible with aileron inputs even though
Cn#DYN was positive.



19-15

S ABLE

C;DYN

0

UNSTABLE C, C COSa--- SIN a
CDYN I X

ANGLE OF ATTACK

NO SPINS VARIEDBY ha ONLY

LCDP 0

SPIN ENTERED

WITH AILERON
CONTROL

LCDP: C,,- c% (% KC )
LCD C J_ ~o( Ckba +K Ck6)

FIGURE 3-1. LCDP AND Cn/3DYN CORRELATION

3. 1. 4 Yaw Departure

Many attempts have been made to derive a simple expression for predicting yaw departure. One expression
which has received a lot of attention in past years is CnpDYN. The expression is derived from the open loop lateral-
directional quartic equation and represents an approximation of the "C" term. It is a measure of the aircraft's sta-
bility about the flight path and predicts departure from longitudinal control inputs.

z
Cn =C ri  cos a - I- C/ sin o

DYN 0x .

Reference 15 presents data which compares CnPDYN with flight results of seventeen different aircraft, ten of which
included more than one aerodynamic configuration. A good to fair correlation was obtained for 90 percent of the cases
studied. Using these and other flight test data, Figure 3-2 presents various ranges of Cn#DYN which predict aircraft

behavior in a stall with longitudinal control inputs only. During the early design stages of an aircraft, trade-offs for
performance advantages between the solid stall and acceptable stall region may be made. However, CnODYN should
never be allowed to penetrate the random yaw departure values otherwise nose slices and departures can be expected.

Other correlations have also been made to predict departures where lateral-directional control inputs are con-
sidered. These methods incorporate both the CnPDy N and LCDP departure criteria. The first is the 0 + d axis
stability indicators.

o-0 a -tan 1

z

iC

= a- t 1  I6 a " x

For stability
08 >6 and _, _ 0

This criterion essentially shows that Cn has to be greater than zero and where o - a 6, LCDP will be,ADYN
zero. Another correlation of CnPDyN and LCDP described in Reference 14 identifies regions of predictable stall

characteristics (see Figure 3-3). A comparison of the Reference 14 criterion which considers CnPDYN and AADP



19-16

(3

D DEPARTURE ________________________

E 0-006 TENDENCY
z _ _ _ _

z0.004 ACCEPTABLE STALL
> NO YAW DEPARTURE

0002 TENDENCY IF STALL
C 0.00 IS NOT PROLONGED

w 0

AL 0.002

-000- DEPARTU-000R0E0 00

.0-0.002

FIUR 3-2 CXPSOLID STALLBEAIRSAFUCONFC

'0004

AAZZZ

SOLIDD STALL
REIO B:ML OLNGDPRUE

RADO YW ACCEPTABLESTL
DEPARTUR E REIO TALOERTERLLN

RE DEPARTURES DE MODERATE
SPI SSTLIT

REGION D: MILDN ROLLING DEPARTURES
SEVEREYAW GO SPIN SUSCEPTIBILITY

DEPRTREREGION C: MODEMRAW DEPARTUR

MOEAESPIN SUSCEPTIBILITY
REGION F: SEVREN YAWIN DEPARTURES

HIGH SPIN SUSCEPTIBILITY

FIGURE 3-3. COMPARISON OF WEISSMAN AND NORTHROP DEPARTURE CRITERIA



19-17

with the Figure 3-3 criterion which considers CnDy N only has been made. The comparison of these data indicates

that two more regions, E and F, can be identified which would improve correlation with flight test results. These
regions would define aft stick yaw departures because of the relatively high negative values of Cn DYN.

3. 1. 5 Pitch Departure

Coupling between the lateral-directional and longitudinal axes can be large in the stall and post-stall angle-of-
attack region. Nose up pitching moment due to sideslip (CmlI ) can produce significant increases in angle of attack
especially during heavy wing rock. Figure 3-4 presents a typical variation of this parimeter and identifies maximum
trim angle of attack for two levels of horizontal tail authority. Figure 3-5 presents the corresponding effect of the
nose up pitching moment due to sideslip on maximum trim angle of attack. The data indicate that a near zero or a
slightly nose down value of Cm3l 1, similar to that shown for -17 degrees tail authority, is desirable to avoid coupling
effects which may place the aircraft in a region of poor lateral directional stability or poor pitch response to recovery
control surface inputs.
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FIGURE 3-4. EFFECT OF LIMITING TAIL FIGURE 3-5. EFFECT OF LIMITING TAIL
AUTHORITY ON SIDESLIP/ANGLE-OF-ATTACK AUTHORITY ON MAXIMUM ANGLE OF ATTACK

COUPLING PARAMETER

3.1.6 Coupled Pitch and Yaw Departure

A technique has been developed by Kalviste for predicting departure tendencies in aircraft (Reference 16). The
new Kalviste Criteria is derived in a manner similar to the current CnPDYN criteria. As shown in Figure 3-6, a

characteristic polynomial Is formed and an analysis of the roots of this equation and Routh's discriminate reveal the
important stability parameters. The strength of the Kalviste method is based upon two facts: (1) it employs coupled
equations in angle of attack and sideslip, and (2) it is based upon a fully non-linear static aero data model.

The Kalviste criteria results in instability, or a departure tendency, being determined by the sign of three

parameters: Cn#COP, CmacoP, and K. The subscript COP indicates that these parameters are from coupled equa-

tions. Figure 3-7a shows a typical CnfDYN stability curve. A negative value of CneDYN indicates an unstable con-

figuration. CnDDYN is normally shown only as a function of a because the data has been linearized over some range of

p. The Kalviste method does not linearize variations with 0 but rather uses the partial derivative at each value of D.
The stability parameters therefore become a function of both a and 8. One can then employ contour mapping techniques
to define regions in which the aircraft will be unstable; i.e., where CnACOp, Cmacop or K are of the unstable sign

(see Figure 3-7b). These three types of unstable regions correspond to slicing departures, pitch-up departures, and
oscillatory departures, respectively.

3.2 Departure/Spin Entry

The post-stall and spin-entry regions are areas where simple prediction techniques do not correlate well with
flight test. Part of the problem may be due to inadequately measured wind tunnel data. In the past, even with ade-
quately measured wind tunnel data, computer storage limitations often forced the analyst to linearize the data and in
some cases eliminate any chance for correlation with flight test.

3.2.1 Aerodynamic Asymmetries

A significant interest has developed in recent years in the study of aerodynamic asymmetries at high angles of
attack. Historically, the phenomenon had been primarily concentrated in missile aerodynamics, due to the character-
istically long and slender bodies of most missiles. Reference 17 presents a good survey and bibliography of the mis-
sile problem. Recent trends in fighter aircraft design have led to aircraft fuselages which have forebody fineness
ratios in the same range as some missiles, thus forcing aircraft designers to deal with the problem of asymmetries.
Figure 3-8 shows the variation in absolute magnitude of yawing moment coefficient at zero sideslip developed from the
analysis of data on several aircraft whose fineness ratios varied from approximately 3.5 to 6. 0. Also shown in the
variation of onset angle of attack with fineness ratio taken from Reference 13.
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The definition of forebody length used in the calculation of fineness ratio depends on the aircraft geometry. For
aircraft with fairly long forebodies, a reference line is drawn four body diameters forward of the wing trailing edge.
The forebody length is defined as the length forward of that reference line. This convention is taken from Refer-
ence 18 and is illustrated in Figure 3.9. a. For aircraft with large wing-body strakes (LEX's) or large inlets which
extend fairly far forward, a different definition for forebody length Is used as shown in Figure 3-9. b.

REF

li sp------4D

1a) (b)

FIGURE 3-9. DEFINITION OF FINENESS RATIO

It has been convincingly shown in small scale wind tunnel and water tunnel experiments that the aerodynamic
phenomenon which is responsible for these asymmetric forces and moments is the growth of a strong vortex system
from the aircraft forebody. For sufficiently slender forebodies, this vortex system becomes asymmetric at high
angles of attack and exerts a significant effect on the other components of the airframe. Figure 3-10 illustrates these
vortices. Figure .- 11 shows dye patterns emanating from an isolated aircraft forebody at a high angle of attack taken
during a water tunnel test. An asymmetric vortex pattern is clearly shown.

HIGH ANGLE OF ATTACK LOW ANGLE OF ATTACK

FIGURE 3-10. FOREBODY VORTEX PATTERNS

Until recently, howuver, it had not been convincingly shown that this asymmetric vortex system and the result-
ing asymmetric forces which have been measured on wind tunnel models actually exist on the full scale aircraft at
flight Reynolds number. Figure 3-12 shows a comparison of yawing moment coefficient at zero sideslip for a small
scale wind tunnel model and the full scale aircraft. The wind tunnel data was gathered at Reynolds number of 2.0 x 106
and the flighe test data was extracted at Reynolds numbers of between 5. 5 and 6. 5 x 106.
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FIGURE 3-11. VORTEX PATTERNS
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FIGURE 3-12. WIND TUNNEL/FLIGh£ TEST CORRELATION

Figure 3-13 shows a comparison of a digital comrputer simulation and actual Mt&h test results of a longitudinal
stick snap maneuver. Control inputs used in the simulation were identical to those of the flight test and consisted of a
rapid application of full traillng-edge up horizontal stabilizer to its maximum travel and no rudder or aileron inputs.
The aerodynamic model used in the simulation included all nonlinearities and asymmetries which were measured in
the wind tunnel. The excellent match of flight test and simulation for this maneuver, as well as many others not
shown, strongly suggests that the asymmetries measured in the wind tunnel at low Reynolds number are accurate bth
in terms of onset angle of attack and peak magnitudes and do, indeed, represent the same phenomenon present on the
full scale aircraft at higher Reynolds numbers.

A further discussion of aerodynamic asymmetries, including methods to attenuate their magnitude, is included
in Section 4 of this paper.

3. 2. 2 Six Degree of Freedom Analysis

open loop six degree of freedom analysis can be helpful in defining spin characteristics of an aircraft. In order
to be confident in the predicted results a good set of nonlinear aero data is neowessary.

Initially, boundaries of no spin, oscillatory spin and steady-state spin in terms of yaw rate and ongle of attack
are established, as shown in Figure 3-14. An oscillatory spin is a combination of yaw rate and angle of attack that
returns to the trim angle of attack after tranaltioning through at least two (2) turns. A steady spin is that combina-
tion of yaw rate and angle of attack where the initial values of yaw rate and angle of attack reach a steady value.

/4

.. . '.. . - -- -- ,.. ... .. .. .. " '" -"-2. -0
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FIGURE 3-14. LOCATING SPIN BOUNDARIES

Classification of spins, i.e., no spin, oscillatory spin or steady spin defines two boundaries; the spin-entry
boundary and the steady-state spin boundary. Once these boundaries are established, a maneuver envelope can be
generated. Combination of control inputs and recoveries from unusual attitudes that may arise during combat
maneuvering are used to map the maneuver boundary. The margin between the maneuver envelope and the spin
entry boundary is a measure of the aircraft's spin resistance. Figure 3-15 shows various spin entry envelopes and
defines aircraft maneuver limitations associated with each boundary.

Figure 3-16 presentr the effect of the aerodynamic asymmetries on the analytical spin-entry boundary. When
the asymmetries are ignored, the calculated boundary i' symmetric and indicates a false level of spin resistance.
When the asymmetries are included, a strong bias is evidenced. Flight test results of two spins are shown, indi-
cating an agreement with the asymmetric spin boundary, thus further substantiating the existence of the aerodynamic
asymmetries.

3.3 Oscillatory and Steady Spin

3.3.1 Angular Acceleration Method

This method assumes that P = = k = o in the three moment equations and that the cross products of inertia
terms are small and can be neglected. It predicts the steady state spin condition.
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Cn + Crb + C 2 + C +C . = 0 (3)A V 2 V n a n6  rap r 11 a r

Assuming that the resultant angular velocity is aligned with the flight path and that the angle of roll and pitch are
small:

r = tan a (4)

p

p =woosa and r =wsina (5)

From equations 1 and 5 we see that pr = 2 cos a sin a and that

2 as % C (6)
=I - ix) sin a cos a

Solution of equations 2 through 6 as functions of a and e for a typical aircraft is presented in Figure 3-17. The
crossover point indicates simultaneous solutions of equations 2, 3 and 6. These crossover points also represent
balances between the aerodynamics and inertial torques.
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FIGURE 3-17. STEADY-STATE SPIN PREDICTION

The values of p and r corresponding to these points are presented in Figure 3-18. Six degree of freedom com-
puter results are shown for comparison. The values of r and a are in fair agreement. The predicted values of roll
rate are not in good agreement and no explanation is offered at this time.

PREDICTED
PREDICTED 6 DOF

SIMPLIFIED METHOD COMPUTER

c.g. 6H ba bn r(0/SEC) a(o p(O/SEC )  r(O/SEC) olO) p(O/SEC1

16% -20 0 0 178 72.5 56 173 83 20

22% -20 0 0 168 73.5 49 154 84 17

FIGURE 3-18. PREDICTED STEADY-STATE SPIN
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3.3.2 Side Area Method

Reference 19 presents a method where the ratio of aircraft side area and aircraft mass properties are com-
bined to predict whether the steady spin will be oscillatory or smooth (see rigure 3-19). It is well known that if an
aircraft has an oscillatory spin, recovery is much more probable.

1.2
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SPINS

0.8

Uj STEADY SPINS

LU0
22 0.4

0
-0.20 -0.16 -0.12 -0.08 -0.04 0

INERTIA PARAMETER- Ix I

FIGURE 3-19. SIDE AREA EFFECT ON SPIN CHARACTERISTICS

3.3.3 Six Degree of Freedom Analysis

Six degree of freedom studies s~milar to vertical tunnel tests can be accomplished to determine the steady spin
characteristics of an aircraft as described in Section 3.2.2. The resultant aircraft motion from initial values of yaw
rate and angle of attack with various control inputs can be analyzed to determine whether the aircraft will have a
steady oscillatory or smooth spin. Because the aircraft is in a spinning condition, non-linearity of the aerodynamic
data due to rotational rates must be considered. This information can be obtained from rotary balance tests de-
scribed in paragraph 2. 1.2. A correlation between vertical tunnel, computer and flight test results is shown in
Figure 3-20.

PREDICTION
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)  SMOOTH ±30)

SPIN RATE 169 0 /SEC 175 0 /SEC 1600 /SEC

AXIS CG CG CG

SINK RATE 236 FT/SEC 260 FT/SEC 280 FT/SEC

FIGURE 3-20. STEADY-STATE SPIN CORRELATION

3.4 Spin Recovery

3.4.1 Inertial/Tail Damping Power Factor (TDPF)

The TDPF criterion was developed for application to light aircraft and trainers. The criterion considers spin
recovery characteristics for the aileron neutral case only. The definition of TDPF is illustrated in Figure 3-21 taken
from Reference 19. The criterion boundaries are shown in Figure 3-22 and indicate satisfactory recoveries above
the boundary and both satisfactory and unsatisfactory recoveries below the boundary. The boundary definition consid-
ers a 2-1/4 turn or less recovery by rudder reversal as satisfactory.

The evolution of the TDPF relates to work done in the 1930's and 1940's, both at RAE and at NACA. Much
experience has been gained since the criterion was first published. It has been found that some other factors other
than tail geometry can have a dominating effect on recovery characteristics from spins. Fuselage shape, including
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FIGURE 3-22. CONTROL MOVEMENT FOR SPIN RECOVERY

both the forebody and afterbody, can have a significant effect on recovery as can the center of gravity position, aileron
deflection and tail length. It is not recommended to use TDPF solely as a prediction of spin recovery but it can be
used as a guideline for tail design. As shown in Figure 3-22, inertia distributions of wing heavy configurations favor
recovery from spins with rudder and inertia distributions of fuselage heavy configurations favor aileron recoveries.

3.4.2 Negative LCDP

As presented in Section 3.1.3 large negative values of LCDP promote spin entry from aileron inputs. This
same mechanism promotes spin recovery for aircraft that rely on aileron for recovery. Spin recovery control tech-
nilques that require aileron inputs with the spin or In the direction of yaw rate, produce yaw accelerations in the anti-
spin direction, thus promoting spin recovery.

3.4.3 Six Degree of Freedom Analysis

Once the steady spin correlation has been identified on the computer, spin recovery from these conditions can
be investigated. From the steady spin condition various control inputs (aileron rudder and pitch) can be used and the
resultant recovery characteristics determined. See Figure 3-23. Non-linearity of the aerodynamic control power
due to rotational rates must be identified using rotary balance techniques to improve the computer to flight test corre-
lation. Spin recovery comparisons between the six degree of freedom analysis, vertical spin tunnel test, drop
model tests, RPRV and flight test are shown in Figure 3-24.

0J
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The following section presents an example of a development program for an aircraft modification which was
conducted in a very compressed time frame. Approximately 4 months time elapsed between the development of the
configuration and the completion of a verification spin test program. In light of the limited time available, the ex-
perimental test techniques used consisted of low speed static wind tunnel tests and selected water tunnel studies. No
forced oscillation or rotary balance testing was performed; damping derivtives were estimated from static wind
tunnel build up data. No vertical spin tunnel tests or drop model or tethered model tests were performed. n addi-
tion, no pilot in-the-loop simulation was conducted.

Analytical prediction techniques employed included a study of CnpDyN and LCDP values, an analysis of aero-

dynamic asymmetries, r-o boundary determination, the Kalviste stability criterion and digital 6 degree of freedom
open Loop maneuver simulation.

The flight tests which were conducted thoroughly evaluated the departure and spin characteristics and provided

a basis for a critical evaluation of the prediction techniques used.

4.1 Experimental Studies

The favorable contribution of properly shaped aircraft forebodies to flying qualities at high angles of attack has
been the subject of considerable analysis n the past. In Reference 4, NASA investigated the F-5A nose shape and
found it to be the niajor contributor to the directional stability of tha aircraft above the stall angle of attack as shown
in Figure 4-1. The primary cause of this stabilizing effect was found to be the unique orientation which the forebody
vortex system assumes when the aircraft is sideslipped.

As discussed in Section 3.2.1, sufficiently long forebodis can produce vortices of such strength that they as-
sume an asymmetric orientation at zero sideslip. The most common means of ensuring that the forebody vortices
will shed symmetrically at zero sideslip has been the use of thin strakes placed on the maximum half-breadth of the
forebody. Unfortunately, in many cases these nose trakes prevent the formation of the unique vortex orientation at
nonzero sideslip, eliminating the positive directional stability cntribmuon of the forebody. This is illustrated in
Figures 4-2 and 4-3.

As a part of Northrop's ongoing research into forebody/wing vortex interactions, a special forebdy shape and
wing leading edge extension (LEX) planform were developed which together produce a vortex system which is sym-
metric at zero uideslip and which retains (or actually enhances) the favorable stability effects at nonzero sideslip.
The forebody geometry is called the "Shark Nose" due to its flat, broad nose, resembling the nose of a shark and the
LEX planform is denoted by its wind tunnel model part number, "n6." The combination will henceforth be referred
to as ,Shark Nose/W 6 LEX." The Shark Nose geometry is depicted in Figure 4-4 and the W6 LEX planform in Fig-

ure 4-5.

The effect of the Shark Nose/W LEX on poest-stall aerodynamic asymmetries is show n nFigure 4-6. Body-
axis yawing moment at zero sideslip reduced from a maximum value of 0. 10 to a maximum of approximately 0.01
at angles of attack below 60 degrees angle of attack. This reduction is even more positive than that provided by
rndome strakes as illustrated in Figure 4-2.

found it to be .. .... .. mao cotibuo to th drcia stblt of aicrf aboe............fatacasow
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The effect of the Shark Nose on directional stability at an angle of attack of 46 degrees is shown in Figure 4-7.
Not only is the stability dramatically increased, but the B = 0 offset is eliminated.

4.2 Analytical Prediction

Figure 4-8 illustrates the effect of the Shark Nose alone and in combination with the W6 LEX on the minimum
value of CnPDyN in the stall. The Shark Nose geometry causes the favorable stability influence due to the nose to

become effective at a lower angle of attack when compared to the basic nose. The W6 LEX is responsible for delay-
ing the unfavorable breakdown in the LEX vortex to a higher angle of attack when compared to the basic LEX. When
the Shark Nose/W 6 LEX are combined, a very desirable benefit Is produced with no local dip in Cn DYN. The effect
of the Shark Nose/W 6 LEX on LCDP is shown In Figure 4-9.

An analysis of the three-axis coupled stability characteristics of the Shark Nose was performed using the method
of Kalviste (Reference 16). This method Is briefly discussed in Section 3.1.4. Figure 4-10 presents a summary of
the results of this analysis. The basic aircraft exhibits a tendency to trim at a nonzero value of sideslip and displays
large regions of angle of attack and sidesip where local instabilities are present. The Shark Nose, however, exhibits
a tendency to trim at much smaller values of sideslip (due to Its symmetric vortex formation) and also has few regions
of local instabilities. Figure 4-10 does not illustrate the relative levels of local instability of the Shark Nose and Basic
Nose but does clearly indicate that the Shark Nose departure tendencies would be improved over the Basic Nose
configuration.



19-28

cn
-J

0
L-

o -0-STRAKES ON

-4 0 4 8 12 16 20 24 28 32 36 40 44

ANGLE OF ATTACK -DEG

FIGURE 4-3. STRAKE EFFECT ON STABILITY

I NCREASED BROADNESS
(PLAN FORM ONLY)

PRODUCTION

FRL INCREASED
NOSE ANGLE

SIDE VIEW

FIGURE 4-4. SHARK NOSE GEOMETRY

W6 LE

PRociU TION
LEX

FIGURE 4-5. W 6 LEX GEOMETRY



19-29

64 -- - - - - - -

V..4'

60.

44 --- -

Ub

40

0

2

SYM CONFIGURATiON

28 0 PROD NOSE
S HARK NOSE/W6LEX

24

-0.12 -0.10 -0.08 -0.06 -0.04 -0.02 0 0.02 0.04 0.06 0.08 0.10

Cn

FIGURE 4-6. SHARK NOSE EFFECT ON AERODYNAMIC ASYMMETRIES

+ =.:460j

I- -'**BASEA
- -0-.SHARK

0

0
BA

z

SIDESLIP ANGLE -

FIGURE 4-7. SHARK NOSE EFFECT ON STABILITY



19-30

z AS

SHAR

'o'

C-,o _ - - ~ V3ULIJOonL

0 5 10 15 20 25 30 35 40 45

ANGLE OF ATTACK- DEG

FIGURE 4-8. DYNAMIC STABILITY COMPARISON

0

0

4 8 12 16 20 24 28 32

ANGLE OF ATTACK - DEG

FIGURE 4-9. SHARK NOSE EFFECT ON LCDP



19-31I

PRODUCTION SHARK
NOSE NOSE

90

80 Cdf 0 -__

70

60* SIDESLIP TRIM DUE TO
C, y 0 NON-ZERO MOMENTS AT

Wdy ZERO SIDESLIP

cr Cn~DYN=0

1 40

______ *REGIONS OF LOCAL
30 INSTABILITY PREDICTED

BY THE KALVISTE CRITERIA.

20

-5 0 5 -5 0 5

0 -DEGREE

FIGURE 4-10. EFFECT OF SHARK NOSE ON COUPLED STABILITY PARAMETERS

Figure 4-11 shows the effect of the Shark Nose on analytical spin-entry boundaries, indicating an increased level
of spin resistance.
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Figure 4-12 presents one selected time history from an extensive open-loop 6 DCF analysis of the Shark Nose/A
W 6 LEX. The maneuver simulated was the abrupt application of full nose-up horizontal stabilizer at Utme t ( 3 irom
a trim condition at 150 knots at 35, 000 feet altitude. No lateral-directional control inputs were applied. Full-up
stabilizer was maintained throughout the maneuver. Only yaw rate and angle of attack are presented here. The
aerodynamic data package for this simulation consisted of unaltered small scale low speed, static wind tunnel data
with estimated rotary derivatives (strip theory method). As can be clearly seen in the figure, the base configuration
experiences a large, uncommanded increase in yaw rate at t = 2.3 seconds as an angle of attack of approximately
45 degrees is attained. This yaw rate couples inertially with roll rate (not shown) to produce a further increase in
angle of attack, producing a spin condition. The same control inputs to the Shark Nose/W 6 LEX configuration pro-
duces a higher initial angle of attack, but no uncommanded yaw departure, and the angle of attack begins to converge
to a full aft stick trim value of approximately 30 degrees.
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FIGURE 4-12. DIGITAL 6 DOF SIMULATED MANEUVER - EFFECT OF SHARK NOSE

The results of this maneuver and many others indicated a dramatic increase in departure resistance could be

expected from the Shark Nose/W 6 LEX configuration when compared to the baseline.

4.3 Flight Tests

Based on the small scale experimental tests and analytical predictions, a full scale Shark Nose was constructed
and a flight test Investigation of its effects was made using a specially modified spin test aircraft. Figure 4-13 pre-
sents a photograph of the Shark Nose alongside the basic nose. Figure 4-14 presents a photograph of the W6 LEX.
Figure 4-15 presents a photograph of the test aircraft. The results of this flight program verified the analytical pre-
dictions ad confirmed that the nose vortex cystem had been stabilized and the asymmetric yawing moments previously
experienced were eliminated.
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4.4 Analytical Flight Test Comparison

Figures 4-16 and 4-17 present a comparison of full scale flight test results with 6 DOF simulation for two
maneuvers. Figure 4-16 is a longitudinal stick snap similar to that described in Figure 4-12 but with slightly .iffer-
ent initial conditions. The exact flight test control inputs and initial condition were used in the digital simulation.
The agreement shown is excellent. Figure 4-17 is a 1 g stall, and again, except for a slight phase discrepancy in
roll angle, the agreement is excellent.
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5.0 SYNOPSIS

This section highlights the points made in the paper concerning prediction techniques and recommended further
studies,

5.1 Stall/Post-Stall Prediction

Early in the design phase when the available experimental data base usually consists of static wind tunnel data
only, the best analysis tools which can be used with some degree of confidence are Cn8 DYN' LCDP and Cm W,
When the effects of these parameters are considered together, accurate prediction of stall/post-stall departure ten-
dencies can usually be made.

The Kalviste criterion can further improve the prediction accuracy at this stage of the design development by
analyzing non-linear static wind tunnel data in a manner which takes into account coupling between the longitudinal
and lateral-directional degrees of freedom.

Later in the development of an aircraft, more data become available to the engineer and the level of confidence
can be improved. For instance, when the aircraft's dynamic stability derivatives are known, the characteristics of
wing rock oscillatory motion can be more accurately estimated. The effects on dynamic stability derivatives of such
parameters as frequency and amplitude of oscillation can be factored into the analysis if these data are available.
However, regardless of the amount of static and dynamic wind tunnel data available, there exists today no consistent
prediction methodology which can accurately estimate the highly coupled wing rock oscillations of an aircraft. Such a
methodology should be developed with due consideration to the fluid mechanics of the phenomenon.

A very accurate prediction of the stall/post-stall characteristics of an aircraft can be derived from very sophis-
ticated experimental test techniques such as the wind tunnel-free flignt model technique or the remotely piloted drop
model technique. However, both of these experimental methods are time consuming and costly, usually being per-
formed very late in the development phase; sometimes after the first flight of the prototype.
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Pilot in-the-loop effects and the effects of complex, highly augmented automatic control systems must be
analyzed by manned simulation. Again, this can be a costly experimental procedure, but the results in most cases
correlate well with flight test and can actually save flight test development time and money and reduce risks later in
the program.

5. 2 Departure/Spin-Entry

This area of high angle-of-attack analysis is one where prediction methodologies have not correlated well with
flight test in the past. However, it has been recently shown that aerodynamic asymmetries associated with the fore-
body vortex system can have a strong influence on the departure and spin-entry characteristics of an aircraft. These
asymmetries can be measured in small-scale wind tunnel tests and a good correlation of onset angle of attack has
been demonstrated. The effect of Reynolds number on the measured magnitude of the asymmetries is not adequately
known at this time. Also, there exists no criterion for the maximum allowable asymmetry which can guide a designer.

Remotely piloted drop model tests can serve to bridge the gap in Reynolds number between wind tunnel and
flight test and can help to answer the question of allowable magnitude also.

The Reynolds number sensitivity of the vortex asymmetries may not be related to a viscous phenomenon and
may instead be related to an inviscid, hydrodynamic instability. If this is the case, representative flow character-
istics associated with these vortex asymmetries can be studied at very low Reynolds number in a water tunnel. If
an understanding of the fluid phenomenon can be developed, analysis of wind tunnel data can be done with more
confidence.

Six degree-of-freedom analysis of departure and spin characteristics, either open-loop or manned, must ade-
quately represent the aerodynamic non-linearities associated with these vortex asymmetries in order to be valid.

5.3 Oscillatory and Steady Spin

Currently the vertical wind tunnel is the most reliable method of predicting the spin modes of an aircraft.
Vertical spin tunnel experiments are relatively inexpensive aid many repeat runs can be obtained to establish the
trends.

Best analytical predictions are derived from methods which consider the full six degree-of-freedom equations.
llowever, the impact of rotary derivatives on the prediction of steady spin characteristics area can be critical.
Rotary balance wind tunnel data should be included in any analysis. Similarly, aerodynamic asymmetries can have



a significant effect on the predicted spin characteristics and should be included in the aerodynamic model. Analyti -
cally determined spin entry boundaries in terms of yaw rate and angle of attack have shown good correlation with
flight test.

5.4 Spin Recovery

Prediction methods for spin recovery have demonstrated good correlation for some aircraft and poor correla-
tion for others. A six degree-of-freedom analysis method can be used to determine trends in recovery character-
istics but should not be relied upon to predict absolute magnitudes. The experiment data base required for a good
six degree-of-freedom analysis is a formidable one. Such effects as aileron effectiveness as a function of spin rate
can be very important and are not generally measured.

Recovery characteristics predicted from vertical spin tunnel tests are generally quite accurate for fighter air-
craft configurations. Although Reynolds number effects are determined prior to and accounted for during vertical
spin tunnel tests, the remotely piloted drop model can serve to bridge the gap between the Reynolds number of the
vertical spin tunnel and the full scale aircraft. Vertical spin tunnel models are generally 1/30 to 1/20 scale whereas
drop models range from 1/10 to 1/3 scale.

Accurate sizing of emergency recovery systems such as spin chutes or other more advanced recovery concepts
must be performed in a vertical spin tunnel.

5. 5 Conclusion

Future stall/departure prediction requirements should be directed toward uncovering the tools necessary to
allow the engineer to successfully design highly maneuverable fighter aircraft within the time and money constraints
of the program.

Vast amounts of data, from both small scale wind tunnel experiments and small and full scale flight tests, are
available on a number of aircraft. Because of many constraints, individual contractors seldom have the opportunity
to fully correlate the data. Even if it is correlated it is only one segment of the total problem. All these data must
be brought together, analyzed, and conclusions obtained. Individual successes with correlation between certain
parameters and flight test results indicate available data may produce other pertinent relationships if the data were
analyzed across the board instead of aircraft by aircraft.
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PRESENTATION OF STABILITY DERIVATIVES IN
MISSILE AERODYNAMICS AND THEORETICAL METHODS

FOR THEIR PREDICTION
by

C.P. Schneider
Messerschmitt-B81kow-Blohm GmbH

Munich

SUMMARY

This literature survey serves as a directive for present
and future theoretical studies of stability derivatives of mis-
siles. T:-e aim is to indicate analytical procedures for the de-
termination of pitching derivatives and coefficients essential-
ly - of wings of arbitrary planform, of bodies of revolution
and of combinations thereof in the linear and non-linear angle-
of-attack range in subsonic and supersonic flow. With regard to
the abundance of literature treating unsteady flow problems in
general, a frame for a classification of theory for missile de-
sign in particular is prepared. Within this frame, procedures
as tools for prediction rate second behind their product, i.e.
the derivatives of the flight configurations of interest as
functions of given flight conditions. In this investigation
steady derivatives have been referred to only if needed in con-
nection with the unsteady stability problem. The study results
in a presentation of the literature on the subject in litera-
ture tables. The tables, besides rating the significance of
derivatives with respect to missile stability, intend to show
which derivatives of importance are available in the open lit-
erature and which not.

The prediction methods are grouped in those which lead to
simple expressions for the derivatives - such as the slender
body theory does - and numerical procedures - such as the panel
method for example. Essentially, the methods for the prediction
of pitching derivatives and for solving stability problems
arising with the longitudinal acceleration of missile are
described.

LIST OF SYMBOLS

a speed of sound (table 3.1)

c, Co, c total body length, wing root chord, aerodynamic mean chord of wing

f natural frequency (table 3.1)

f0 , fl functions according to ref. 14 (fig. 3.10 and eqs. 5 - 8)

qco  qc

k, k' reduced frequency: k= V or -V, k'= kDo/c (chapter 3.1, table 3.1,

figs. 3.37 - 3.39)

1 length (table 1.1)

m parameter specified in ref. 14, m = 8.tan6 (fig. 3.10)

p, q, r angular velocities (fig. 1.1)

u, v, w translational velocities (fig. 1.1)

vterm specified in ref. 5 (chapter 3.2.2, eqs. 9, 10, 12)

A altitude (table 3.1)

AR aspect ratio

C aerodynamic coefficient of forces and moments and their derivatives

(tables 1.1, 2.2, figs. 1.1, 1.2)

C N normal force coefficient (table 1.1)

CNc, CNn linear normal force slope, non-linear normal force coefficient, wing refer-

ence area S, body reference area So= 7D2/4 (table 1.1, figs. 3.29, 3.30,
0

3.37-3.39)

CNq, CN& normal force damping coefficients, wing reference length and area g, S, body

reference length and area Do, So = ItD2/4 (table 1.1)

Cm  pitching moment coefficient (table 1.1)

Cma, Cmn linear pitch stiffness, non-linear pitching moment coefficient; reference

lengths and areas are the same as for CNq, CNa (table 1.1, figs. 3.29, 3.30)

Cm, Cm& pitch damping coefficients, reference lengths and areas see CNq, CN
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CNc normal force correction term specified in ref. 64 (fig. 3.6, eq. 3)

(Cmc)o moment correction term specified in ref. 64 (fig. 3.6, eq. 4)

CL' CD lift and drag force coefficients (fig. 1.2)

Do, Dmax  body base diameter, maximum body diameter (figs. 3.1, 3.39)

F, G functionals according to ref. 99

F1  indicial function area (fig. 3.31, chapter 3.4)

F2  indicial function area (fig. 3.31, chapter 3.4)
KB(W) interference factor specified in ref. 126, KB(W)= NB(w)/Nw= body normal

force due to wing interference/wing normal force (chapter 3.6)

M Mach number

Re Reynolds number

S surface area

T, AT time, constant time lag specified in ref. 85 (chapter 3.4)

V resultant velocity (fig. 1.2)

Vacceleration (fig. 4.1, chapter 4)

X, Y, Z coordinates (fig. 1.3)

XP, X1, X2  locations of pitching axis (fig. 3.28, eq. 13)

XN, Xpr location of neutral point (fig. 3.5, chapter 3.2.1), location of pressure

point (fig. 4.1, chapter 4)

a, & angle of attack sine =w/V, time derivative of a, (fig. 1.2)

6 angle of sideslip (fig. 1.2)

B Prandtl-Glauert factor, ref. 14

y Euler constant, y= 0.5772, used in ref. 5 (chapter 3.2.2, eqs. 9,10,12)

6 leading edge sweep angle according to ref. 14, angle between leading edge

and root chord of the wing (chapter 3.2.2)

C thickness parameter, maximum wing thickness divided by root chord length co
(figs. 3.26, 3.27, chapter 3.4)

Xwing taper ratio

E, n, o dimensionless coordinates, refs. 85, 90 (chapter 3.4)

running variable in time, ref. 99 (chapter 3.4)

Ttime variable, ref. 99 (chapter 3.4)

A deviation from mean value (fig. 3.25)

r parabolic constant, ref. 56 (fig. 3.26, chapter 3.4), vortex strength,

refs. 85, 90 (chapter 3.4)

t potential

*, e, T roll, pitch and yaw angle (fig. 1.1)

1. INTRODUCTION

"Unsteady" is the comprehensive designation of the property of a flow with superim-
posed time dependent and time independent components. The results of the superposition
may be a flow whose properties changes slowly with time. In this case, the forces on an
immersed body may be considered as first order functions of the steady flow conditions.
Their dependence on flow rates is significant only to second order. These forces are qua-
sisteady. In case of rapidly changing flow conditions, the forces are strongly dependent
on the rates of the flow properties. A time varying angle of attack (&) for instance
causes the forces to accept terms depending on the vertical acceleration. These terms are
"unsteady" in the true sense of the designation. The terminology of the independent dy-
namic variables u, v, w, p, q, r is chosen in accordance with notations which are common
in the literature. The translatory velocity components u, v, w point in the positive
direction of the space coordinates X, Y, Z. The rotatory velocity components p, q, r are
related to the space angles $, 0 and T. The flight mechanical notations and coordinate
system in figs. 1.1 and 1.2 where the body axes coincide with the geodetical axes are
common in experimental aerodynamics. The body fixed system with reversed X and Z shown
in fig.1.3 is often used in theoretical aerodynamics, so it is in the present paper.

Steady and unsteady aerodynamic forces and moments being single valued and monoto-
nous functions of independent variables (of the flight condition) over a specified time
interval, can be developed in a series. In the case of linear dependence on the state
variables, the coefficient derivative series of the normal force and the pitching moment
are listed in table 1.1. Numerous derivatives result in such a development, but only few
are significant for the flight stability (refs. 1 and 2). Still a large number of deriv-

atives remain, any single of which is dependent on various flow properties and body
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parameters. The first task arising with this study is therefore the design of a frame
work which allows a survey of the derivatives and influence parameters important to
missile stability.

2. FRAME WORK FOR A CLASSIFICATION OF LITERATURE ON AERODYNAMIC "MISSILE" DERIVATIVES

The diagram of fig. 2.1 serves this purpose. Here, the aerodynamic derivatives are
grouped in two major sections, experimental and theoretical. For detailed partitioning
according to physical and mathematical view points, the theoretical terminology is more
appropriate than the experimental, as the latter cannot specify the various conditions
imposed on the theoretical treatment of derivatives. As example, the differences between
real and ideal gas conditions defined in theory are non-existing in the experiment. In
fig. 2.1 these conditions as specified in gas- and aerodynamic text books (refs. 3 - 5)
are chosen as the two major partitions in the section on theoretical work. In experimen-
tal work, the differences need not be considered. Linearity and non-linearity are chosen
for further classification of aerodynamic coefficients. This draws a "historical" line
through literature. As the expense of treating non-linear problems theoretically as well
experimentally (ref. 6) increases substantially over that needed for the solution of the
linear case, non-linearity and numerical solutions by use of the computer became insep-
arable. A change in the present terminology is involved if a non-linearity of the normal-
force or the pitching moment with the angle of attack is given. In the coefficient series
of table 1.1, the derivative aCC for instance is to be replaced by the non-linear coef-
ficient aCm , where Cmn is some'function of the angle of attack. The difficulty and ex-
pense especially of the theoretical determination of aerodynamic derivatives is also
dependent on the body geometry. This defines whether a flow around it can be treated as
planar or as spatial problem. Therefore, in the diagram of fig. 2.1, the difference
between two- and three-dimensional flow is taken into account. This defines twelve sec-
tions for the grouping of derivatives. Each section has three subdivisions according to
the flight velocity. The flight velocity generally dictates the type of differential
equation (refs. 7, 8, 9), which describes the flow conditions around a flight vehicle.
The flight velocity is the most important parameter for flow simulation in an experiment.
Therefore, in fig. 2.1 the final partitioning of derivatives is provided in terms of
subsonic, transonic and supersonic flight velocity. The numbers in the partitions ob-
tained this way denote the reports referenced inthe literature list of this study.

From the diagram of fig. 2.1 is seen, that most experimental and theoretical work
in the past was concerned with linear forces on flight vehicles in three-dimensional sub-
and supersonic flow. In the recent literature, non-linear forces on three-dimensional
flight vehicles in subsonic and supersonic flow are examined experimentally and theoret-
ically to great extent.

Fig. 2.1 is complimented by table 2.1, which coordinates the classification of de-
rivatives according to mathematical and physical considerations with a more practical
listing for designers needs indicating the type of flight vehicle and the type of motion.
The numbers in the top row of table 2.1 refer to the sections (1-12) in fig. 2.1. The
topics in the first column of table 2.1 were selected with the purpose of condensing the
contents in the viewed literature under the least number of headings possible. The re-
sult shows that simple components of flight vehicles such as wings and rotationally
symmetric bodies are preferred in literature, to enable comparison to other data. Table
2.1 and fig. 2.1 were used to outline the scope of this survey, which is based on the
literature study of ref. 10. Theoretical and experimental work on unsteady viscous flow
over wings and bodies as for instance reported in ref. 11 is now receiving new attention
- according to a comprehensive review on this field (ref. 12). Wings and bodies in un-
steady two-dimensional flow of an ideal fluid are treated at length in text books (refs.
5, 13, 14). Results are listed in data collections such as DATCOM and the "Engineering
Sciences Data Unit" (refs. 15, 16). Although of importance to missile aerodynamics, these
fields are referred to only if necessary. Most current literature deals with three-di-
mensional inviscid flow about wings and bodies with small-amplitude motion perpendicular
to the main flow. Therefore, the main part of this review (chapter 3) deals predominantly
with "Theoretically determined stability derivatives of missiles,projectiles, and their
components in three-dimensional flow". Linear and non-linear dependence of forces and
moments on influence parameters, and the type of unsteady motion are the topics of the
subdivisions. The longitudinal acceleration as additional characteristic in missile
motion and its influence on the distribution of pressure or normal force over bodies and
on the location of the aerodynamic center is investigated in very few reports. Some of
them (refs. 17 - 20) are briefly discussed in chapter 4.

In ref. 10, the literature on derivatives of delta wings and other common wing
shapes and of bodies of revolution is classified in tables. One of them on theoretical
work concerning linear derivatives of delta wings in subsonic flow is reproduced here
as table 2.2. It serves as sample and does not cover all reports on derivatives presented
in this paper. The tables in ref. 10 give a survey of references and a rating of the
significance of the derivatives on the stability of delta wings and flight vehicles
with delta planforms. The derivatives of pitching and plunging motions, of yaw and roll
and of coupled motions are arranged in the top row. Wing control flaps are, seldom used
in missile design. So, the corresponding derivatives are excluded from the tables. As the
main influence parameters, the Mach number, angle of attack, reduced frequency, location
of the pitching axis, aspect ratio, taper ratio and wing thickness are chosen. They are
arranged in the first column. Each field obtained this way defines a derivative dependent
on a specific parameter. Not all fields are meaningful. The normal force slope for in-
stance is independent of the location of the pitching axis, so are the roll derivatives.
These fields are marked with dark hatching. The fields with light hatching indicate
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derivatives or parameters of minor significance to the delta wing stability. T.ie pitching
and roll inertia for instance are much less influential than the pitch and roll damping.
The influence of wing parameters such as aspect ratio, taper ratio, wing thickness is
small on the yaw derivatives, if the wing incidence is small. Within small angle of
attack also the rolling moment derivati,- C1 = Clsine - some authors use Cl instead
of C1 - is negligible. According to ref. 21, the poll damping caused by yawiig motion
(Clr)land yaw damping caused by roll (Cnp) are second order derivatives. The normal force
due to rolling (CNp) becomes important only at larger wing incidence. The blank fields
define derivatives and influence parameters which are of interest to missile design.
Whenever literature is avaible, a reference number (without brackets) ;s filled in the
appropriate field. The symbols in brackets give additional information on wing shapes
deviating slightly from the triangular form, or on the notation of derivatives in the
various reports - should they be different from the terminology of this review. The
explanation to the abbreviations are found as footnotes with each table. In ref. 10 -
the tables served as directive for the planning of theoretical work on missile longitu-
dinal stability, i.e. for the selection of appropriate and most accurate theoretical
procedures for the determination of derivatives. The tables are found useful as filing
unit of available literature on unsteady missile aerodynamics. With little effort a
large amount of literature can be registered on little filing space. With regard to the
readiness of availability of literature in documentation centers, this appears to be a
very useful means of classification.

3. THEORETICALLY DETERMINED STABILITY DERIVATIVES OF MISSILES AND PROJECTILES AND THEIR
COMPONENTS IN THREE-DIMENSIONAL FLOW

The amount and variety of reported theoretical studies on unsteady flow-body-inter-
action requires restriction to a certain category of aerodynamic derivatives and type
of flight vehicle as well and - as compensation for the lack of completeness - a brief
survey on other reviews (refs. 1, 2, 7, 8, 12, 29, 31, 33, 38, 39) of unsteady fluid
mechanics. This survey is given in chapter 3.3. The results of theoretical procedures
are discussed here with the derivatives of longitudinal stability of wings of simple
shape - such as delta wings - and of simple body forms - such as cones and ogive - cylin-
der configurations.

The significance of longitudinal stability derivatives chosen as guideline through
this review, may be demonstrated on the example of the "evolution" of a ballistic projec-
tile. In the initial concept, shown in fig. 3.1, a non-rolling projectile with a very
simple shape was designed in order to minimize production cost. Windtunnel experiments
with a static model at incidences up to 100 confirmed the effectiveness of the design.
Free flight experiments and dynamic measurements showed a susceptibility to initial per-
turbation and revealed the alternating appearance of flow separation bubbles on top and
bottom of the shoulder of the inclined body, leading to instability and - in the case of
free flight - to deviations from the anticipated flight path. In the flight path predic-
tion, the initial disturbance was simulated with the assumption of an initial low pitch-
ing frequency qi. A positive value of the pitch damping derivative Cm was chosen for
the representation of the combined action of a time varying pitch stiffness non-linear
with the angle of attack and the sum of unsteady coefficients CmA and Cmq. In the final
design, lifting surfaces distributed over the length of the weapon including fixed fins
and a flare at the end, turned the intended simple form in a more complicated one, but
provided longitudinal stability over the angle of attack range of the mission (see fig.
3.2)

3.1 Mathematical modelling of unsteady vertical motion

In general, the velocity and its change with time of the unsteady vertical motion of
a rigid missile is slow compared to the cruising speed. Expressed in terms of the reduced
frequency k = q.c/V for the pitching velocity q, a value most times smaller than 0.05
(see table 3.1) allows to treat the motion mathematically as a quasisteady one. In this
case the pitching motion can be represented with a constant rotational velocity which
adds a non-constant angle of attack distribution over the length of the body to the
constant angle of attack at cruise velocity.

The slow or quasisteady vertical motion may be considered a special case (k-O) of
harmonic pitching and plunging with small amplitude. The latter is the most frequently
used model with numerical procedures as solution to the unsteady linear potential equa-
tion.

Another model which is suited to describe linear and non-linear motions as well is
proposed by Tobak (ref. 32) and Belotserkovskii (ref. 33). A discontinuous - vertical
steplike- change of q or a initiates the unsteady motion. Before this event the body had
a steady flight phase, after it the steady phase is approached or restored in a "tran-
sient phase", where a or q may change slowly. A superposition of a sequence of steps can
simulate a non-linear motion. In another version of this model, the body receives its
steady cruise velocity at the same instant the vertical step occurs.

3.2 Stability derivatives of wings with harmonic pitching and plunging at low frequency

3.2.1 Delta wings in subsonic flow

The difficulty of solving an unsteady flow problem is greatly reduced if the un-
steady motion occurs at low frequency k-O. All quadratic frequency terms in the unsteady
potential equation and in the boundary condition become negligibly small. In the solu-
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tion, only linear frequency terms are retained - for instance in the integral equation,
with other words: the pressure distribution in the solution to the steady potential
equation oscillates with low frequency.

This characterization is inherent in Garners formulation of the integral equation
(ref. 22), based on Multhopp's subsonic lifting su-face theory, which differs from the
classical one by KUssner (ref. 30) only by the I quency condition. In ref. 59, Garner
and Fox present a program for the determinatioh. of aerodynamic forces and moments caused
by thin wings pitching, plunging and rolling at low frequency in subsonic flow. The
program is based on the theory of ref. 22 and suited for thin wings of arbitrary plan-
form. The load is determined over four sections parallel to the wing root chord, distrib-
uted over half the wing span. Results for a low aspect ratio delta wing (AR = 0.924) are
compared to other analytical and experimental data (refs. 14, 66, 67, 68) in figs. 3.3
and 3.4. Here, the normal force slope, pitch stiffness, normal force damping and pitch
damping are displayed against the Mach number of the flight velocity. Further theoretical
results for low aspect ratio delta wings in subsonic, transonic and supersonic flow are
presented by Acum and Garner (ref. 60) and discussed with respect to their accuracy. Some
of their data are also shown in fig. 3.4. A further example of the analytical treatment
of vertical low frequency motion is given by Milne and Garner (ref. 61). An asymptotic
expansion in terms of the oscillation frequency is applied to the Kernel function in the
integral equation of the quasisteady subsonic lifting surface theory (ref. 22). The de-
rivatives with respect to the frequency obtained this way are examined for continuity or
discontinuity at zero frequency. The discontinuous derivatives are retained with the
intention to determine the leading transient term of the asymptotic expansion for large
time due to an oscillatory vertical (or upwash) velocity. The expansion has direct rele-
vance to the use of aerodynamic derivatives. In the report by Goethert and Otto (ref. 62),
various solutions to the quasisteady potential equation leading to the determination of
pitching derivatives are compared on the example of delta wings. The comparison covers
the theories of Schlichting and Truckenbrodt (ref. 63), Garner (ref. 22), Tobak and
Lessing (ref. 64) and Ribner (ref. 65). The quasisteady method of ref. 63 for thin wings
in subsonic flow makes use of a Prandtl-Glauert transformation reducing thereby the
potential of a compressible flow to a potential equation of an incompressible flow. The
upwash condition to the integral equation provides for an angle of attack distribution
due to a constant rotational velocity about the pitching axis in addition to the steady
unit angle of attack distribution. Each distribution yields a pressure distribution of
its own. Results of this procedure (ref. 66) are shown in figs. 3.3 and 3.4. Ref. 64
deals with damping coefficients of thin wings of arbitrary planform. The analysis of Cmq
and CN corresponds to that of ref. 63. The coefficients Cm and CNd are proportional
to a cdnstant vertical acceleration. The estimation of the latter derivatives is possible
with a solution of the unsteady potential equation suitable for supersonic speed which
is a combination of two steady-flow potentials one due to a steady pitching velocity,
the other due to a steady angle of attack. A third steady flow potential is introduced
for adaptation to subsonic speed, where the Kutta-Joukowski condition is to be satisfied
at the trailing edge. The solution for delta wings is obtained by use of the loadings of
slender wing theory which are multiplied by a chordwise correction factor accounting for
the non-slenderness. Very simple expressions are derived this way. The pitch damping is
given by cO 2

(Cmq) O = (-) (Cm) 0  (CNq)o/(CNn) (1)
c

where the subscript "0" on the derivatives indicates that the terms are evaluated for an
axis located at the wing apex. In eq. 1, the normal force damping is

3 Co

(CNq)O =4 c) (Cm) O  (2)
c

while the functions XN/co= - (Cm.)O(o)/CN. and CN, needed in eqs. 1 and 2 are displayed

in fig. 3.5 as functions of the reduced aspect ratio S.AR, where 8=(l-M2)1/ 2 . The un-
steady damping coefficients are determined with the relations

1 c 0  XN 9 c 02
(CN) O= 2 (=;)(T CN, + CNC), (3) and (Cm)}O= - () ((XN)2 CNc + (Cmc)o) (4)

c 0c 0

The correction terms CNC and (CmC) in eqs. 3 and 4 are given as functions of 8.AR in
fig. 3.6. Results for C + Cm, f~r delta wings with AR= 1.45, 2 and 4 are plotted
versus the Mach number ig figs. 3.7 - 3.9 repectively. They are compared to experimental
and other theoretical results (refs. 55, 69). Although different approaches to solving
the potential equation are chosen by Garner (ref. 22) and by Tobak and Lessing (ref. 64),
the load distributions obtained with refs. 22 and 64 are the same, as demonstrated in
ref. 62. The two-dimensional method of Ribner (ref. 65) determines the initial slope of
the derivatives at R= 0 in plots versus the aspect ratio. Without the correction terms
introduced in ref. 62, the Kutta-Joukowski condition remains unsatisfied in the slender
wing theory of ref. 65.

3.2.2 Delta wings in supersonic and transonic flow

Several procedures reduce the boundary value problem associated with a given plan-
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form in unsteady supersonic flow to an equivalent problem in steady flow. One of them
is developed by Miles (ref. 14) applying a frequency expansion to the solution of the
Fourier transformed potenti4l equation. At very low frequency, of the expanded terms
only the ones of first order in frequency are retained. For a slender delta wing, Miles
constructs a simple exact solution to the problem. The resulting relations for the steady
and unsteady derivatives of longitudinal stability of delta wings with supersonic leading
edges involve the functions fo and fj representing the zero'th and first order potentials,
corresponding to a constant unit angle of attack and to the angle of attack distribution
along the wing chord due to a constant rotational velocity about the pitch axis Xp. The
functions fo and fi are dependent on m =Btan6(see fig. 3.10). The leading edge sweep
angle 6 lies between leading edge and root chord of the wing. The parameter m>1 or m<1
designates a delta wing as one with subsonic or supersonic leading edge respectively.
The derivatives of a delta wing with subsonic leading edge (m>1) are determined with a
set of closed relations, which are used to calculate complimentary data in figs. 3.3,
3.4, 3.11 and 3.12. The damping derivatives, presented as sums CNq+ CNa and Cmq +Cm in
ref. 14 are separated into their components for m<1 in eqs. 5-8, in order to sKow
the influence of either CNA and CN  or Cm and Cmq on the wing stability, which may
differ depending on the parameter qm.

C~q =(4/e)(co0/ ) (, fl1- c fo) 05

1 -2

= 41$)(c/E) fo (f fl )] (6)

Cm . =(4/6)(c/C)2 fXP 2 2 + 11 1 2 X
mO) Xp_§S) +T + (1- -) ifo0)}  (7)

and

- 2 0fo 3 fl (i XP- 1 (8
C & (4/8) (c 0/E) Ifo 0- $2 (8)- Fo

Setting f0 =f1=1 in eqs. 5-8, yields the derivatives for delta wings with subsonic leading
edge. The results obtained with eqs. (5-8) for a delta wing of AR=4 are compared to
experimental data for a cropped delta wing AR=3, A = 0.072 by Orlik-Rckemann and Laberge
(ref. 70) in fig. 3.12. Also, in fig. 3.4, theoretical results by eqs. (5-8) are dis-
played.

Estimating pitching and plunging derivatives of wings in transonic flow, Landahl
(ref. 5) uses a Fourier transformed differential equation, a slender wing potential as
first order solution and higher order terms according to kdams and Sears (ref. 71),
accounting for deviation from slenderness. The solution is simple if the requirements of
a continuous leading edge slope and curvature of the wing is satisfied and if the angle
of attack distribution and its first two derivatives with X have no discontinuities. The
delta wing fulfils the requirements. For low frequency pitching and plunging oscillations,
Landahl derives the stability derivatives from generalized force coefficients for low
aspect ratio delta wings at transonic speed.The damping derivatives are

7rAR 1_/ [IX ,kAR Xp P) R co ,kAR 4)
ctR -- X~ r~c__ (6 - 1 5 )

CNq= TF (c2 / c _T 75,9-F W (9)

~ ~.(c 0 / 3 61 (R2 v+ (10)

-A(Rc 3 -5 XPc + (o) -' 3 Xk ( O ) )  (11)

(c +.k + <rk2)(o
mq 2 0 " 0 - cc r r L6T 5 4 c 0 10

C e -irAR /=.2 (1 3 _ P (3 XP) 2 1 P)

o o 0)

128
where = ln ;--f Y, and Y = 0.5772 denotes the Euler constant. Similar to eq. 9 for

CNq, eq. 11 may contain higher order terms in the aspect ratio (AR4). They are not given
here (following ref. 74), as an apparent misprint of the generalized force coefficients
in ref. 5 cannot be eliminated without greater effort or consulting Landals original work
(ref. 72). The results obtained for a delta wing with AR= 4 at M =1 are meant as compli-
mentary data for figs. 3.11 and 3.12. There, they are not plotted because of their rela-
tively large amounts exceeding the scale of the ordinates. The normal force slope is
CN =6, and for Xp/c O =0 the pitch stiffness (Cma) =-6 according to ref. 5. The second
order terms containing AR 2 reduce the absolute values of both derivatives by approximately
4 % of the first order term, when a low frequency k=0.05 is assumed. The absolute value
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of Cmu=-8 .6 by eq. 11 is 20 % lower than the value of the first order term by itself.
The udsteady derivative Cm =18.7 provides a "positive" damping coefficient Cmq+Cm&=11.1
for a pitch axis at the apix. The normal force damping coefficient equals CNq = 8.9
without and 11.2 with the third order term containing AR. This amounts to a 25 %
increase over the value obtained from the first and second term of eq. 9. Both, the
unsteady damping coefficient CN6=- 18 and the sum CNq+CN6=-9 .1 are negativ.

3.2.3 Accuracy of the delta-wing derivatives, transformation of the pitch axis

For various pitch axis locations and aspect ratios, the derivatives of delta wings
are displayed in figs. 3.3, 3.4, 3.7-3.9, 3.11 and 3.12. The results are either obtained
from eqs. 1 - 12 (refs. 5, 14 and 64), or determined with relations from ref. 69, or
taken from numerical calculations (refs. 22, 55, 66). They cover the velocity range
O<M<3.5. All theoretical data collected in a single diagram for each derivative and the
addition of corresponding experimental results will provide a survey on the accuracy
of derivatives of delta wings. This survey may be generalized to other wing shapes, as
for the numerical results the delta wing is usually chosen as "testing" shape offering
the possibility of comparison to exact solutions. The collection of data in a single
diagramm for each derivative, requires a transformation of Cma, CN + CN& and Cmq + Cmd
to a common pitch axis. This is done with relations taken from ref5. 66 and 70 which
are adapted to the present notation of derivatives and to the coordinate system of
fig. 1.3. A common pitch axis location Xp/co=O.5 is chosen. The shift of AX/C= (X1-X2 )/3
from X1 to the new axis X2 with 1X21<JX I yields in case of the new damping moment

(Cmq+Cm&)2 = (Cmq+Cma)I + (AX/ )(Cma)i - (AX/E)(CNq+CN&)1 - (AX/C)2 .CN . (13)

The efficiency of the transformation relations (refs. 66, 70) is demonstrated with
figs. 3.13-3.16, where the derivatives of delta wings in subsonic flow are shown as func-
tions of the pitch axis location: The theoretical results match well with measured data.
The theoretical data of figs. 3.3, 3.4, 3.7-3.9, 3.11 and 3.12, complimented by the
analytical results of Martin, Smith et al. (refs. 24 and 73), are collected in figs. 3.17-
3.20. The common pitch axis is Xp/co=O.5; the aspect ratios MR = 0.9, 1.5, 2 and 4 are
chosen as parameters. The scattering of results provided by the various theories for a
specific aspect ratio leads to data bandwidths, which - in the case of R = 0.9, 1.5 and
2 - are transferred to the diagrams (figs. 3.21-3.24) with experimental results by refs.9,
70,75-80. This display enables to determine the deviation from the mean values for each
derivative. For delta wings with AR<2, the average deviations of CN0, C, CNq+CN and
Cmq+Cmd from the mean values are displayed in percentage as function of mhe Mach Aumber
0 < M S 3 (see fig. 3.25). The theories alone would give narrower bands of data scat-
tering. The derivatives of fig. 3.25 include experimental results. The relatively large
deviation of CN + CN- is caused by the use of eq. 13 for the provision of additional
values, which often are missing in theory or experiment. This procedure involves a double
transformation of the coefficients Cm. + Cm- introducing two times the inaccuracy of this
derivative to CN,+CN&. The overestimation o? the deviation of CN +CN& is apparent in
fig. 3.25. Values in the order of the deviations of Cmq+Cm5 appear more appropriate.

3.3 Stability derivatives of wings with harmonic pitching and plunging at arbitrary
frequency

If the frequency of the pitching and plunging motion does not permit the low fre-
quency approximation, numerical procedures become necessary for the solution of the un-
steady boundary value problem involved. Several recent reviews cover the wide scale of
numerical techniques applied in the subsonic, transonic and supersonic speed range.
Therefore, the stability derivatives of wings with harmonic pitching and plunging at
arbitrary frequency will be discussed in connection of presenting some of the reviews
on the subject.

3.3.1 Survey on numerical procedures

Surveys on numerical procedures give the refs. 1, 2, 7, 8, 12, 29, 31 and 33.
Thomas' (ref. 1) and Ellisons and Hoak' (ref. 2) literature surveys rate the significance
of stability derivatives. The authors of refs. 1 and 2 discuss the state of art in 1961
and '68 on the example of experimental and theoretical data which are published in DATCOM
(ref. 15) and ANON (ref. 16). At this time, most analytical procedures did not consider
non-linearities. As subjects

wings of large aspect ratio were treated with Multhopp's lifting line theory.
Wings of small aspect ratio with taper and sweep of the leading and/or trailing
edge were analyzed with the lifting surface theory of Multhopp and Garner (ref. 22)and
slender pointed wings treated with the slender body theory by Cole, Margolis,
Malvestuto et al. (refs. 23-25) .Bodies were handled with slender body theory.

Ellison and Hoak (ref. 2) and Thomas (ref. 1) as well suggested the development of half-
empirical methods in order to predict non-linear and viscous flow effects and the in-
fluence of flow separation in unsteady body-flow-interaction, particularly as at this
time progress was made in non-linear steady wing theory (ref. 26). Especially with missile
components - slender wings, cones, ogive-cylinder configurations - their suggestions were
realized in recent work (refs.27, 28).

The review of Landahl and Stark on unsteady potential theory (ref. 29) discusses the
possible forms of the integral equation mainly for subsonic and transonic wing applica-
tion. Directions are given on the appropriate load function in the velocity potential:
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For wings of large aspect ratio for instance the load functions of surface elements can
be composed of two load functions derived from the two dimensional lifting line theory.
This procedure fails in the case of wings of small or medium aspect ratio, where the
load variation near the wing root cannot be simulated accurately this way. Here, load
functions cf a closed form as for instance given with dipoles (ref. 30) are practicable.
An example for the application of this concept to the unsteady boundary value problem
is the work of Laschka (ref. 51).

Reviews of Bland (refs. 7, 8) discuss linearization methods of the unsteady poten-
tial equation and numerical procedures for its solution. Ref. 7 is mainly concerned with
transonic flow, ref. 8 with the entire velocity range. An abstract of linearization
techniques and numerical procedures is given in table 3.2. Some of the results of numer-
ical procedures presented (ref. 55) are displayed in figs. 3.8, 3.9, 3.12, 3.17-3.20.
For the transonic flow case Bland describesthe separation of the general potential equa-
tion in steady and unsteady parts, which is possible with the introduction of velocity
potentials containing a main steady term and a time dependent "small pertubation" term
simulating a harmonic motion. The boundary condition is given a similar treatment. The
separation yields a non-linear potential equation for the steady flow and a linear one
for the unsteady flow. In the transonic case, the latter contains variable coefficients,
which depend on the solution of the steady flow problem. In sub- and supersonic flow,
only terms with constant coefficient remain in the unsteady wave equation. Here the
linearization is complete providing the degree of unsteadiness satisfies the conditions
of a "small disturbance".

The review of Conlan (ref. 31) on methods predicting the longitudinal damping deriv-
atives discusses the application of the indicial response technique (ref. 32) to slender
wings. Piston theory and Allens cross flow theory (ref. 28) may be used to complete
a synthesis of unsteady aerodynamic forces and moments of slender wing-body combinations.

A review on recent Russian studies concerning the solution of unsteady lifting
surface problems by use of the computer is given by Belotserkovskii (ref. 33). The schem-
atization of an aircraft in steady and unsteady flow for the purpose of modeling it and
its wake for description by linearized or non-linear boundary conditions, is one of the
major concerns of this report. For example: The slender wing and the circular cylinder
as simplest and oldest schemes are frequently employed also in modern approaches (refs. 34,
35, 36). According to Belotserkovskii, the main deficiency of the simple schemes is that
they provide only partial description of the actual configuation, which most times is
much more complicated. For the complicated configurations a modelling with plane base
elements is appropriate. They are the loci on the body surface where a distribution of
gas dynamic singularities such as vortices, dipoles and sources satisfies the continuity
equation. Methods of solution such as the integral representation of the velocity poten-
tial and the panel method in subsonic and supersonic flow problems, the discrete vortex
method in subsonic flow and the "direct" method in supersonic flow (where the conditions
of a boundary value problem are satisfied directly) are interpreted and discussed with
regard to steady and unsteady flow problems. Some of the solutions are characterized
briefly in table 3.2. For the time history of unsteady forces and moments, transient
functions between an initial step deviation and the approximation of steadiness are
proposed. The same approach of modelling unsteady events is suggested by Tobak (ref. 32).
For the treatment of non-linear body-flow interaction, Belotserkovskii esteems the dis-
crete-vortex method as most effective among numerical approaches. For example, results
on the formation of separated flow, i.e. the development of vortex structures on rectan-
gular and triangular wings at high angle of attack are shown.

In the review of McCroskey (ref. 12), the main areas of fluid dynamics where un-
steady flow phenomena occur are covered. Some methods of analysis are discussed as in
Bland's and Belotserkovskii's review. Particularly a hypothetical interpretation of the
real trailing edge condition in unsteady flow is extracted from various sources, for
instance from a report by Sears (ref. 37). This "real" condition is presented in contrast
to the classical one of Kutta-Joukowski, which implies that the pressure jump across an
airfoil approaches zero at the trailing edge, and that here the velocity be finite. So
far, the latter condition is used in all unsteady potential theories. In reality, when
blunt trailing edges and boundary layer separation are involved, upper and lower surface
pressures at the trailing edge are not equal. The new "real" condition implies that the
change of the circulation at the trailing edge is given by an integral relation over the
boundary layer thickness, suming the flux of vorticity out of the boundary layer into
the wake. In ref. 12, consequences in the solutions of the potential theory on the results
of forces, moments and circulation of wings are pointed out. The "real" trailing edge
condition may be of major significance to the circulation about missile fins which often
lie in the influence field of the propellant flow. McCroskey lists several recent sym-
posia and meetings on theoretical and experimental progress in unsteady aerodynamics.
His list should be complimented with the 99th lecture series of the VKI, April 1977 in
Bruxelles and the 15th and 16th Aerospace Sciences Meetings of the AIAA in Los Angelos
(1977) and Huntsville (January 1978). In the VKI lectures, Fbrsching (ref. .38) and
Labrujere, Roos and Erkelenz (ref. 39) summarized numerical solutions to the unsteady
potential theory. A paper by C. Rehbach (ref. 40) presented at the 16th AIAA meeting
gives new results on the discrete vortex method, preferred by Belotserkovskii.
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3.4 Non-linear forces and moments of wings with thickness or at high angle of attack
in unsteady flow

In unsteady aerodynamics, most theoretical studies of non-linear effects on forces
and moments of wings and bodies rely on empirical assumptions. This is true for all
methods treated in this chapter.

The effect of wing thickness is examined in the work of Ruo, Liu et al. (refs. 56,
42). The method of reference 56 is related to the procedure of refs. 41 and 81, where
non-lifting and lifting bodies of revolution with oscillation of low frequency in sub-
sonic and transonic flow are examined by application of a steady flow linearization
technique (see table 3.2).

In ref. 41, firstly a solution to the potential equation for transonic flow past
plunging bodies is developed which yields the same basic flow structure as in steady
non-lifting transonic flow. This means, the solution has two parts, a cross flow in planes
normal to the free stream and a spatial influence. For transonic flow past pitching
bodies a general solution is derived which contains steady and oscillatory subsonic and
transoniz flow terms. A low frequency expansion is used for the sonic flow, which leads
in connection with the Adam-Sears interation (ref. 71) to the stability derivatives.
Transferred to delta wings in transonic flow (ref. 56), the method differs from the
theory of Landahl (ref. 5) by the non-linear potential term Ox Oxx and the frequency
range. In the non-linear potential term, the derivative Oxx is replaced by a parabolic
constant r. The solution to the potential equation is useable at low frequency motion;
the solution of Landahl is valid only at high frequency, allowing to eliminate the non-
linear term in the potential equation. The parabolic constant F of ref. 56 is a thickness
parameter relating the cross section of a thick delta wing to an equivalent body of re-
volution (cone). The dependence of F on the body thickness is shown in fig. 3.26. Here,
also the damping derivative Cm + Cmd is displayed as function of r and as function of
the reduced frequency 0 k:O.08. A sotution to the transonic unsteady potential equation
based on local linearization and application of the sonic-box method is presented in
ref. 42 also with the purpose of predicting the influence of delta wing thickness on the
damping derivative Cmq+Cma. The values of C m+Cm, plotted versus the reduced frequency
with the wing thickneds c as parameter differ at low frequency k 0.2 from the result
of ref. 56. According to ref. 42, the thickness effect reduces the damping at low fre-
quency (fig. 3.27c). The opposite effect is apparent from fig. 3.26, showing the result
of ref. 81. The damping reduction predicted in ref. 42 is confirmed by experiments of
Statler (ref. 77). For a delta wing, the thickness effect on the normal force slope CN
is weak (fig. 3.27b). It is strong in case of a rectangular wing (fig. 3.27a). The local
linearization technique involves a coordinate transformation, converting a locally linear
small pertubation velocity-potential equation into a linearized transonic equation with
constant coefficients. The transformation limits the application of the sonic-box solu-
tion to simple wing shapes. The limitation can be avoided replacing the transformation
by a modified source strength distribution dependent on the local Mach number.

The non-linear angle-of-attack dependence of forces and moments of wings, oscilla-
ting about a mean incidence may be predicted by using the free vortex model of Bollay
(ref. 82). The model was successfully applied in subsonic steady wing aerodynamics in
refs. 26 and 83: The free vortices of a horse shoe vortex distribution over the wing
surface at the incidence a separate at an angle a/2, as shown in fig. 3.28. In connection
with a low frequency expansion, Garner and Lehrian (ref. 84) used the model assuming a
small amplitude oscillation of the vortices about a/2. In ref. 84 their analytical pro-
cedure is based on Multhopp's subsonic lifting surface theory (ref. 22) and is applied
to a slender gothic wing. The damping coefficient C +C and the non-linear static
stability coefficient Cmn obtained in ref. 84 are shdwnn fig. 3.29. Using the approach
of ref. 63, which leads to two steady angle-of-attack distributions (as described in
chapter 3.2.1 and shown in fig. 3.28), the free vortex model of Bollay may be applied
to derive the non-linear static stability coefficients CNn, Cm, and the damping deriva-
tives CN and Cmq for arbitrary wing shapes. The delta wing results obtained this way
(ref. 667 are compared in figs. 3.29 and 3.30 to the theories of Garner and Lehrian,
Ericsson and Reding (ref. 85), and to experimental data by Schmidt (ref. 76). In
ref. 85, Ericsson and Reding develop a half-empirical procedure for the determination
of non-linear coefficients for static longitudinal stability and of non-linear damping
derivatives of sharp-edged delta wings with low pitching and plunging frequency. The
method is applicable over the entire speed range. Considering - as usual - small pertiba-
tions from a mean static angle of attack, the non-linear coefficients and derivatives are
obtained by superposition of attached and separated flow components. The steady coefi-
cients CNn and Cm are derived with Polhamus' modification of potential theory for
attached flow, anR leading-edge suction analogy for separated flow (refs. 86, 87).
Polhamus' concept is applicable only to the steady lift and moment coefficients prefer-
ably of simple pointed wings. The coefficients for attached flow are determined with
potential theory assuming that a Kutta-Joukowski flow condition exists at the sharp
leading edges. This way no leading edge suction is developing. At higher angles of attack
however, leading edge suction does cause a loss of lift which must be accounted for.
Rather than treating the loss as a phenomenon associated with leading edge vortex separa-
tion, i.e. with the vortex lift, as it truly is; it is assumed for convenience, that the
potential lift is lowered by the loss. A correction factor is defined which compares well
with a correction term in R.T. Jones slender wing theory (ref. 88), accounting there for
the effect of a finite aspect ratio. In order to determine the vortex lift, Polhamus
finds an analogy between the flows around a sharp and a round leading edge: The flow
ahead of the stagnation point of a sharp leading edge reverses near the lower wing sur-
face and separetes from the wing leaving the leading edge tangentially. Then it rolls
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up to a spiral vortex sheet. Air drawn over this vortex sheet is accelerated downward
to the upper surface reattachment line. Since the flow over the vortex sheet reattaches,
the basic idea of the analogy is that the total force on the sharp-edged wing associated
with the pressure required to maintain the equilibrium of the flow over the separated
spiral vortex is essentially the same as the leading edge suction force associated with
the pressure required to maintain attached flow around a round leading edge. The latter
pressure distribution is used for the determination of the vortex lift coefficients.
The unsteady derivatives are defined with the piston theory (ref. 89) in case of attached
supersonic flow. The subsonic derivatives follow from the supersonic ones by referring
them to anequivalent "subsonic" wing area, which is the true geometric area diminished
by sections near the trailing edges. The sections carry no load which accounts for the
delta wing trailing edge condition at M = 0 (ref. 85). The "vortex lift" derivatives of
unsteady separated flow are calculated with an unsteady pressure variation over the wings
which has a constant phase lag with respect to the steady pressure variation. The latter
follows from Polhamus' analogy. The pressure amplitude remains unaffected by the un-
steadyness. The constant phase or constant time lag concept was concluded by Lambourne
et.al. (ref. 90) from experimental observations of the behavior of the leading-edge
vortices over a delta wing following a sudden change of incidence. According to ref.
90, the strength of the separated vortex at any position E of the wing surface can be
regarded as the integral result of the vorticity shed from all positions upstream of .
For small pertubations from a mean angle of attack, the change of vortex strength in
&-direction can be assumed a linear function of the local angle of attack. The local
effective pertubation angle is a(a)= 3)/3 + (co/V).-3/aT with C=C cos qT for a pitching
motion or - as defined in ref. 85 - for pitching deformation of th8 surface. Hence, a(F)
determines the change of vortex strength with &. The chordwise integration over the
deforming part of the surface renders the vortex strength pertubation at any station
downstream of the deformation proportional to the apex deflection independent of the
shape of deformation a(E). At station EI at time Ti, the vortex strength r would be the
sum of the vorticity shed from each position upstream of El at the earlier time
Tj-Kco (&j-E)/V, where Kco( 1 -)/V= AT is the constant time lag mentioned above. The
constant K is obtained by comparison of steady and unsteady pressure distributions over
n of the wing at a station I. The local vortex strength will determine the local pres-
sures as long as the reduced frequency is low. Then the vortex strength deviations in the
neighborhood upstream or downstream of the local value can be assumed negligibly small.
The coefficients and derivatives CNn, Cmn and Cm + Crm are presented in closed form
relations (refs. 69, 85, 91). The normal force dping deviations CN +CN& may be deter-
mined for an arbitrary pitch axis location X1 with eq. 13, using the values of CNn,
(Cmq+Cm.), at X1 and in addition (Cmq+Cm.), for another arbitrary location X2 with
AX = X1-X2. Linear derivatives by Erfcss~n and Reding are shown in figs. 3.7, 3.8, 3.11,
3.12, 3.17-3.20. Non-linear results are displayed in figs. 3.29 and 3.30 in comparison
to other theoretical and experimental data. The method of Ericsson and Reding involves
in a simplified version the "indicial function" concept specified by Tobak (ref. 32):
Counting the time from a sudden change of incidence of the wing, the steady aerodynamic
forces and moments are approached with a step occuring after a constant time lag. The un-
steady forces and moments are approximated with the product of the corresponding steady
state values times the time lag.

The use of the indicial function (ref. 32) is demonstrated in fig. 3.31 on the
example of determining CN. from the transient CN (T) of two delta wings of different
aspect ratio in a subsoniN flow field. The function in fig. 3.31 involves a single step,
i.e. a sudden change Aa at To=O. The value of CNa at To can be calculated with the
piston theory (ref. 89). The value of the linear steady CNn which is approached at Ti
is given for instance with the theories of R.T. Jones (ref. 88) or Schlichting-Trucken-
brodt (ref. 63). The aerodynamic reactions to the initial step are termed the indicial
response or indicial function. The transient values of the indicial response may be
determined for simple wing shapes using the theories of refs. 92-96. For a two-dimensional
wing, the formation of the transient values of pressure or the indicial loading is shown
in fig. 3.32. From the indicial load distributions of delta wings at subsonic speed
(ref. 94), the transient values CN,(T) in fig. 3.31 are to be integrated. The areas F1
and F2 in fig. 3.31 determined by the difference between CNa(T) and the constant steady
value CNn are proportional to the unsteady derivative CN. ' FI-F2. The method is appli-
cable to non-linear unsteady aerodynamics, as shown by SOhiff (ref. 97) in case of
coning motions of bodies of revolution. In non-linear wing aerodynamics, the initial
value of the non-linear coefficient CNn for instance had to be obtained from a non-linear
piston theory, where the step An occurs from a mean steady value a. The static final
value at Ti would be given by non-linear steady flow theories (refs. 66, 83, 86, 87).
For the transient values one would get first order approximations from linear theory.
The approximations areconsistent with observations of Murphy (ref. 98), provided the
forces and moments are "weak" non-linear functions. As weak non-linearity Murphy under-
stands a quadratic dependence of forces and moments on the angle of attack. A superposi-
tion of indicial function as response to subsequent small deviations Aa or Aq would lead
to truly non-linear transient values. A superposition is demonstrated with the pitching
moment in fig. 3.33, taken from reference 99. Here it is assumed that the response
ACm/Aa or ACm/A(qc/V) is quasisteady, i.e. independent of the variable Cm(T) earlier
than or at T when the step occurs and independent of Cm(T) after this event. The increment
of the transient function is then given by

ACm(T-T) ACM (T-T)
6CM(T) - Aa Aa + A~qc/V) A(qc/V),

indicating that the differential quotients are functions of the interval (T-T) only, but
neither of T or T alone. This implies that ACm/An and ACm/A(qc/V) are always the same
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functions of (T-1), regardless of the absolute magnitude of a or q. The transient pitch-
ing moment obtained by integrating from To to T is

T d T d
Cm(T) = C(0) C mq (T-t) (q(t))di . (14)

The integration of Cm. in eq. 14 for instance would yield a non-linear pitch stiffness
coefficient Cm /a. An improvement removing the limitation of quasisteady increments is
proposed in re?. 99. The simple functions f(T-T) in eq. 14 are to be replaced by func-
tionals G(a(F),q(E)) where a(C) and q(C) denote functions of time, and C a running vari-
able in time from To to T. In our example, Cm and Cmq become functionals of the type
F(c(&),q(,),T,r). A detailed explanation is given in refs. 97 and 99. According to ref.
99, the indicial response method is applicable to rigid bodies only. However, recently
also flutter problems were treated with the indicial method (ref. 129). A further condi-
tion of constant Mach number and cruise altitude limits the method to small unsteady pertu-
bation of a steady state variable, in particular to small increments in lateral or longi-
tudinal acceleration, or small changes in atmospheric density. This excludes for instance
the application to problems involving longitudinal acceleration in the launch phase of
a missile. The restrictions do not impair the treatment of longitudinal stability deriva-
tives.

3.5 Steady and unsteady derivatives of longitudinal stability of bodies of revolution

The slender body theory of steady flow was corrected for thickness, compressibility
and viscous effects and for angle of attack dependence by concepts of Lighthill (ref.100),
Van Dyke (ref. 101), Oswatitsch and Keune (ref. 102), Maeder and Thommen (ref. 103),
Allen (ref. 104), Bryson (ref. 105) and others. These concepts were utilized in non-
linear unsteady aerodynamics of bodies of revolution, for example in the theories in
refs. 28, 41, 106, 107, 108. In non-linear missile aerodynamics, the work of Murphy
(refs. 98, 109-112), Nicolaides (ref. 113), Stone et al. (ref. 114), Morrison et al.
(ref. 115) - to name a few experimental studies - and reformulations of stability deriv-
atives (ref. 116) gave inputs to unsteady theory either confirming or improving it or
verifying empirical assumptions.

3.5.1 Non-slender bodies, thickness effect

The procedure of Liu et al. (ref. 41) predicting static and dynamic stability deriv-
atives for bodies of revolution with thickness at subsonic and transonic speeds was
briefly described in connection with the delta wing thickness effect. A linearization
technique of refs. 102, 103 is applied replacing the second order derivative txx of the
velocity potential in the non-linear term Oxxx of the potential equation by a parabolic
constant. Then a low frequency expansion for sonic flow and the Adam-Sears iteration
procedure (ref. 71) lead to the stability derivatives of the oscillating body. The latter
two means of approximation are also used by Revell (ref. 107) in his second-order slender
body theory for steady or unsteady subsonic flow past slender lifting bodies of finite
thickness. Because of the body thickness, a coupling between axial flow and cross flow
is present as a consequence of non-linearity of the velocity potential equation. Revell
calculates the corrections for thickness and compressibility from a second-order ap-
proximation to the non-linear time-dependent velocity potential. The crossflow theory by
Miles and Munk (refs. 14, 117) predicting the stability derivatives as functions of body
shape only, and Adams-Sears axial flow theory are the starting points to Revells suc-
cessive approximation scheme. The second order slender body theory of Lighthill (ref.100)
applicable to steady flow past bodies of revolution is utilized to account for the
thickness effects. Essentially, the solution is obtained by approximating the non-linear
terms in the second-order potential equation by their first order values and by solving
the resulting inhomogeneous partial differential equation which is subject to more refined
boundary conditions. The isentropic pressure equation is likewise refined and integrated
to give the second-order corrections to lift and pitching moment coefficients. Prior to
ref. 107, the method was applied to unsteady supersonic flow past pointed bodies by the
same author (ref. 106). The concept of maintaining the correct boundary conditions and
pressure equation, i.e. avoiding the approximations inherent with slender body theory,
is the essence of Van Dyke's theory (ref. 101) for steady flow past thick bodies. His
method is extended to unsteady supersonic flow over cones by Tobak and Wehrend (ref.108).
As in refs. 106 and 107, a low frequency approximation is required. A second method, also
proposed by Van Dyke, is utilized in ref. 108. This combines the first order crossflow
potential with an axial flow potential correct to second order. Applied to slender cones,
both methods have closed-form solutions. Some results, the derivatives Cmq+CmA and
Cnr-Cn for a ten degree cone at M = 2 and low "total" angle of attack (specified in
refs. T14, 116), are shown in fig. 3.34 together with experimental results by Schiff and
Tobak (ref. 118) and experimental and theoretical data by Stone et al. (ref. 114).

3.5.2 Non-linearity with the incidence

The data of Stone et al. (ref. 114) are obtained with the Newtonian theory following
assumptions by Maple and Synge in reference 119: The forces and moments are considered
functions of the instantaneous values of translational and rotational velocity components,
and may be represented in a multi-dimensionalTaylor series. The results of reference 114
(fig. 3.34) reveal non-symmetrical damping moments at high angle of attack. The asymmetry
in dynamic damping is assumed being caused by asymmetrical vortices and by the presence of
separated flow on the lee side of the body. The asymmetric vortex formation is confirmed
by recent experimental "steady flow" studies (ref. 120, 121). The flow mechanism of
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ref. 114 may well explain the behavior of the ballistic weapon shown in fig. 3.1. The
Newtonian theory accounts for the phenomena with a non-linear variation of the surface
pressure due to the variation of the local air velocity. Also in ref.122, the Newtonian
theory is used. It is applied to pointed slender bodies of revolution. A modification,
the "embedded" Newtonian is employed with blunted slender bodies in order to determine
the non-linear damping behavior at angle of attack.

The concept of functionals (ref. 99) is used by Schiff (ref. 97), who gives in an
advanced version of ref. 116 a non-linear formulation of the aerodynamic force and moment
system acting on bodies with arbitrary motions of large amplitude. Applied to a slow
varying non-planar motion of a body of revolution, this formulation suggests that the
forces and moments on the body are superpositions of components due to basic motions:
steady angle of attack, pitch oscillations, roll or yaw oscillations and coning motion.
This refined model of body motions yields functionals, i.e. forces and moments which are
linear at low angle of attack and which become non-linear at larger incidence. A numer-
ical finite-difference technique is used to compute the inviscid flow field surrounding
a body in coning motion in a supersonic stream.

Viscous steady flow effects on bodies of revolution are examined by Wardlaw (ref.120)
and Deffenbaugh and Koerner (ref. 121). Both concepts can be extended to study non-linear
unsteady aerodynamics of slender bodies with incidence. An evaluation of the vortex models
in refs. 120 and 121 and of their impact to steady missile aerodynamics is given in a
recent review by Nielsen (ref. 123).

3.6 Steady and unsteady derivatives of configurations including interference effects

The slender body crossflow theory (ref. 104) and the discrete vortex model of
Jorgensen and Perkins (ref. 105) are applied to calculate steady and quasisteady aero-
dynamic coefficients of configurations in the non-linear angle-of-attack range (ref. 125).
In figs. 3.35 and 3.36, the pitch damping coefficients for two configurations at M = 0.8
with the same pitching axis location Xp = 5.67 Do but different fin positions are broken
up into their components of the body (Cm) 2 3 , the wing (Cma) and their mutual inter-
ference (Cmq) &. The coefficient of the b6ay (Cmr)2  cons sts of a slender body term
and a crossflow term. The latter implies a laminar -boundary layer. The wing coeffi-
cient (Cmq)4 is calculated with the non-linear lifting surface theory (refs. 26,66).
The interfdrence coefficient (Cmq)5+6 consists of the influence of the wing on the body
and of the body on the wing. The latter is estimated with discrete vortices (ref. 105)
superimposed on the slender body potential for crossflow around a cylinder. Two methods
based on the non-linear lifting surface theory are investigated in order to assess the
angle-of-attack dependent interference of the wing on the body (KB(w) (a)), following the
terminology of Nielsen et al. (refs. 13, 126, 128). One procedure is based on the horse
shoe vortex model replacing the wing-body combination. In the second procedure, which has
been employed prior in linear aerodynamics (ref. 63), the section of an infinitely long
cylinder between the wing root chords is replaced by a rectangular flat wing, the area
of which equals the root chord length times the body diameter. In figs. 3.37 and 3.38,
the normal force and pitching moment coefficients CN and Cm of the two missile configura-
tions at M=O.8 with different fin positions are compared. The low reduced frequency
k=qc/V=0.05 is suggested by the natural frequencies usually encountered with missiles
(see table 3.1). Unfortunately no experimental data for a comparision were available. A
comparison to experimental data from ref. 127 was possible for the missile configuration
of fig. 3.39. Here, the coefficients CN=aCNn+k'CNq and Cm=cCmn+k'Cmq with k'=kDo/c are
plotted as functions of the angle of attack. In tKe body crossflow terms a laminar bound-
ary layer was used. In case of a turbulent boundary layer, the coefficient aCNn would
approximately match experimental data and the values predicted with the steady non-linear
theory (ref. 124) based on Wardlaws vortex model. The moment aCmn for a turbulent layer
would deviate stronger from experimental and the vortex model results than it does in the
laminar case, whereas the sum aCm +k'Cmq would coincide with the data of refs.124 and 127.
In unsteady aerodynamics linear wth incidence, a slender body procedure of Chao (ref.130)
gives the pressure distribution over cylindrical pointed bodies with wings or fins
arranged in "plus" position. The configurations roll, pitch or plunge with harmonic
oscillations at k=qc/V=l with small amplitudes compared to the body radius. Recent results
of Chao (ref. 131) from an exact solution of the linearized potential equation for
spheroidal bodies oscillating harmonically in subsonic flow, are utilized in a comparison
to numerical data by Geissler (ref. 132) in the review by Fdrsching (ref. 38). Geissler's
panel method is suited for application to harmonically oscillating thick bodies of
complicated shape. Other recent numerical approaches which can be applied to linear un-
steady aerodynamics of wing-body combinations with harmonic oscillations are reported
by Roos, Bennekers and Zwaan (refs. 49, 133), by Dusto, Epton and Johnson (ref. 134) and
Morino (refs. 43, 135). Roos et al. (ref. 133) apply the doublet lattice method combined
with unsteady source panels. The body thickness effect to the steady flow field is
accounted for with a combined vortex-lattice/steady source panel method. The method of
Dusto et al. employs a panel distribution of quadratically varying doublets and linearly
varying sources over arbitrarily positioned boundary surfaces. This way, a method appli-
cable to arbitrary arrangements of wings and bodies is obtained. The solution makes use
of the aerodynamic coefficient concept in the integral equation - as in ref. 55. Morinds
general unsteady theory involves an integral representation for the potential of subsonic
and supersonic flow by applying the Green function method. The solution suited for lifting
bodies having arbitrary shape and motion is obtained with a panel distribution for body
schematization. A condensed description of Morins non-planar method is given in the
review of Labrujere et al. (ref. 39). An extensive survey on numerical procedures
applicable to unsteady interference problems is given in the review by Fbrsching (ref. 38).
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Work of Laschka (ref. 136), Becker (ref. 57), Rodden et al. (refs. 34, 35, 36),
Cunningham (ref.137), Tijdemann and Zwaan (ref. 138) is covered with some detail. This
work however is geared towards airplane aerodynamics, involving complicated configura-
tions and high frequency flutter. In missile aerodynamics, the rigid body concept appears
still appropriate with the size of most present configurations. Of current interest is
the extension of steady methods such as ref. 128 to quasisteady or unsteady procedures
apt to solve interference problems governed by a non-linear dependence of forces and
moments on the angle of attack.

4. INFLUENCE OF THE LONGITUDINAL ACCELERATION

The load distribution over the length of a missile or missile component changes with
the longitudinal acceleration during the starting or boost phase and with deceleration.
The consequence is a change of the center of pressure location. Compared to the dynamic-
pressure-dependent quantities of the steady normal force and pitching moment, the pertuba-
tion due to acceleration is of the order Vc/V 2 , where V is the acceleration and c the
body length. This effect is often very small, but not in the starting phase of high
accelerated missiles. Although the acceleration effect can be of great impact to missile
aerodynamics, little information on this phenomenon exists in the open literature.
Work of Schmidt (ref. 18) employing the slender body theory to bodies alone was recently
revised and extended by Erber to wing-body combinations (ref. 20). A result of ref. 20
is given in fig. 4.1, showing the shift of the center of pressure Xpr/c of an ogive-
cylinder body as function of the acceleration parameter 7c/V 2 . Earlier studies of
Ballmann (ref. 19) concentrated on supersonic flow and based on the concept of moving
singularities were applied to the aerodynamics of accelerated missile bodies in subsonic
and supersonic flow in ref. 139. The pressure distribution of accelerated bodies with
a parabolic profile or with slight deviations from this shape were investigated by Foote
(ref. 17). His analytical procedure is based on results of Coles theory on accelerated
slender bodies (ref. 140). Gardner and Ludloff (ref. 141) investigated the acceleration
effects on the aerodynamic characteristics of thin airfoils at supersonic and transonic
speed. The experimental simulation of accelerated flight is difficult in conventional
wind tunnels. Also drop tests in the open air are inaccurate as they are impaired by
changing atmospheric conditions. In supersonic flow, recent acceleration tests of the
lift of an airfoil in a pressure driven shock tube by Minkkinen et al. (ref. 142)
utilized the expansion waves propagating in the driver tube immediately after the dia-
phragm rupture. For subsonic accelerated flow experiments, the expansion waves in a
Ludwieg tube may be suitable.

5. CONCLUSION

A field of quasisteady or unsteady aerodynamics inherent in missile aerodynamics and
less significant to airplane aerodynamics is concerned with high longitudinal acceleration
effects. A shifting pressure point due to acceleration and a shifting center of gravity
due to mass reduction of a propelled missile account for the significance of the aero-
dynamic forces and moments of longitudinal stability. Dynamic longitudinal stability
problems in missile aerodynamics have the appearance of being easier to solve than prob-
lems in the same field encountered in airplane aerodynamics. This is true with respect
to the frequency of vertical motions, superimposing to the steady flight motion. The
frequencies are low with the size and mass of missiles and projectiles where the assump-
tion of body rigidity is close to reality. Not so in airplane aerodynamics where body
and wing sizes most times involve high flutter frequency. The reduced frequency of
pitching, plunging or yawing motion of missiles is of the order of k=O.1. This permits
to treat vertical motion as nearly steady. The analysis of such a problem with the
potential theory is essentialy a steady one, which involves a more complicated yet steady
upwash field over the configuration. If a low frequency approximation is necessary, the
analytical procedure becomes quasisteady providing solutions which depend linearly
on the frequency. In some literature this type of motion is termed "unsteady". The low
frequency approach should be satisfactory for most dynamic stability problems in missile
aerodynamics. It is needed for instance, when analytical results are to be compared to
experimental data which are usually achieved with small scale models oscillating at higher
frequency than k=O.1. Both, steady und quasisteady solutions simplify the analysis. On
the other hand, the amplitudes of oscillation of vertical motions can become large which
is not consistent with the usual assumption of small pertubations in potential theory.
This renders missile aerodynamics non-linear and difficult. Some methods of this liter-
ature study which are considered suitable to the requirements of missile aerodynamics
are called to attention in this conclusion.

Provided missile derivatives are linearly dependent on the state variables, various
procedures mentioned in the previous sections can be applied. One of them, Morinos un-
steady "general" theory (refs. 43, 135) suitable for rather complicated configurations
at subsonic and supersonic speeds fulfils the requirements of unsteady missile aerodyna-
mics. For bodies of revolution alone, the theory of Revell (refs. 106, 107) and for wings,
the theory of Brune and Dusto (ref. 55) appear appropriate for sub- and supersonic speeds.
In case of non-linear problems, at present an analysis geared toward the treatment of
single missile components and a subsequent data synthesis is more promising than a complete
configuration analysis. With respect to the attainable accuracy of linear aerodynamic
coefficients and derivatives of missile wings (chapter 3.23, fig. 3.25), at least an
approximate description of non-linear stability behavior of the main components should
be possible. Interference effects may be approximated by linear theory. On this basis,
the following theories are of interest, either for immediate application or for adapta-
tion to the problems in question: The method of indicial functions proposed by Tobak
and Belotserkovskii (refs. 32, 33) is suitable to handle quasisteady motions of small
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or of larger amplitude of wings and bodies in subsonic and supersonic flow. The piston
theory (ref. 89) had to be extended to high-incidence application. Subsonic and super-
sonic indicial functions should be available for more complicated wing forms than the
delta and rectangle (refs. 92-96). At low frequency, the quasisteady functions with
differential quotients would be appropriate. An additional quasisteady method applicable
to wings of arbitrary shape in the high angle of attack range could be derived by the
combination of Brune's and Dusto's (ref. 55) procedure with Bollay's (ref. 82) vortex
model. This way, a comparison of analytical results for wings in quasisteady motion were
possible. In the case of bodies, the utilization of Wardlaws (ref. 120) or Deffenbaughs
and Koerners (ref. 121) vortex models for quasisteady aerodynamics at high angle of
attack should not be difficult. Again assuming quasisteadiness, the interference of the
body on the wing could be determined with the symmetric body nose vortex model of Menden-
hall and Nielsen (ref. 128). The wing influence on the body and on the tail could be
obtained with one or several horse shoe vortices representing the non-linear quasisteady
wing circulation. The interference loads on body and tail will be obtained with these
vortices adapting to the body flow and vortex field. A more refined way for solution
of the wing-body interference problem would be obtained by extending the method of
Gregoriou (ref. 143) to quasisteady application.
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Table 1.1: Coefficients of the normal force, the pitching moment and their derivatives.
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L Is Table 22: Litteiature and rating sceme on:
Aerodynamic derivatives of delta wings in subsonic flow determined with the linear thre-dimensional potential theory
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Table 3.2: Linearlzaton of the unsteady potent:ial equation and some numericl procedures of soltion for the estima tion of aeroynmic loads on
lifting surfaces and toe in subsonic, Irasuonic and superonic flow

1- 4 -.. .. TI hse ll wz.c,m(e. 3h m - - Ih ll ... ,b s.d - Inul - - ,,a , i . q .nll ,.t a ,~~~"' litr..... . Hin . I -ttw1.'

. e e .. i....I.e.... te... .. el I .. a a ei . ,, ,eti
teeesi~e, te. elady ird ~eeHady titie il~liate tii abse, e. e es~lte~f. eit.nh e t, v¢ lere eajyiiere d p.Hiaee.a tei- iilteeutdaedeeieieettI

p-eiaHnbtdese iT~lm . t geA s i t l, , pi etiesl Sfbs ~ mll, ,f

A. ............... deei:..,flt6.dieH~H I Pted4-,

'A'. -. ',.' Ii, em e........ -tpes..- . i.. aH H~ .....

-,v Il'l¢ y lm nhl, ,Yd.- n e mnac ~dt ,

lte eeeyLiI t- u s d al all. l i rbesti l.tre-lcsb,11 ~ rlyI . l

HIIIF a- et1- H -IieaiaitCieql yieaie i54bele det

... .&F.lJ ..... ti Iist.. eepIid.is.tt.erH;it tIn

.iitilT l tI, H .41. A . late. F.h1., eiA

I l },5¢lmst~l 3 l);S , h~l , Arbelisiuer iis t,,.Ilr.,

HlieleiIie.sy insel c. Flt y Fe,. Fi. Faleeii. H., Th*irt iel. C

eiel-Hi'ieiilie I IS. I rrbl t ae e4l AI
I  

It.l@ tII i it I A

ii 1ide 4iI 1ieF, * II,llle TheleAr eiH,1 ayua.ii ie HtAl i geell b e~ir
5

Ae~d~t yunt H~i.e edAi I ~iA eHedleHjsiebyAeiteiiteye ne

iiie •etl~e lieiiiie. lie ee l iet ieii~d e", ieH i e lejtib eeiai eis[iFtte ei Hiee'btieeHee iH ayselFecnAis5 leilel, i HttieiOlleieeFrItl



20-22

Table 3.1: Reduced frequency of various MBB missiles at cruise-speed and -altitude

missile (No.) cruise flight body length natural reduced
Mach number altitude pitch frequency frequency

. 1 a c-a1 7~ -- 21fc v

1 0.7 <1 0.5 3*6 ^.0.05

2 3.3 20 3.3 0.45 0.02

3 1.8 10 3.3 1.15 0.06

4 0.97 <1 4.4 0.04 0.04

5 2.5 <1 3.6 1.6 0.043

CL

C Cn Y* i
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zI
resuituat velocity V lift CL

traoy dejees 1_3 t I rotatory vegr e  Velocity components u'v'w noma force CN
of freo I Of f ~~fok€+ o Cy

angle of attackc a Cyefoc
c oordimotes ;X Y: Z i ang~les ® elll

nl' "nge of sideslip (yaw) P drag force C
Velociieks i V W i + l Orm we'0ties j p I ri

aXi f-_e ;Cx mmet Cn Fig. 1.2: Body-fixed coordinates, angle

of attack, aerodynamic forces

Fig. 1.1: Body-fixed coordinates, velocity z
components, axial forces and
moments according to the stand-
ard of flight mechanics, assum- Y
ing coincidence of body coordi-
nates and geodetical coordinates L N

Fig. 1.3: Body-fixed coordinate system
for the determination of pitch-
ing derivatives (theoretical
aerodynamics)
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THE USE OF PANEL MEI'HOD". FOR
STABILITY DERIVATIVE;:

by
R. Roos

National Aerospace Laboratory, NLR
Amsterdam

The Netherlands

SUMMARY

The possibilities of panel methods for computing aerodynamic stability derivates are reviewed.
Emphasis is put on unsteady panel methods, results of which are compared with experimental data.

LIST OF SYMBOLS

A.. aerodynamic force (eq. Al) S shape function
a
1
' speed of sound "w wing surface area

C rolling-moment coefficient s semi span
C pitching-moment coefficient t time
C yawing-moment coefficient U free stream velocity
C
n  

side-force coefficient um perturbation in forward velocity
C normal-force coefficient Vn  prescribed normal wash
c mean chord w normal wash
F functional dependence of a singularity distribution x,y,z Cartesian co-ordinate system
g density of a singularity distribution a angle of attack
h displacement a angle of side slip
K wave number (eq. 6) a subsonic: (,-

2
)
1
f
2
; superso is (4-1)1/2

k reduced frequency symmetric motions: k = ut/U yo flight path angle
antisymmetric motions: k = wi/2U 6 control surface deflection

Z reference length f,n,r Cartesian co-ordinate system
M Mach number n state variable of structural vibration mode
a unit normal e angle of pitch
p roll rate p density
Qi" generalized aerodynamic force P velocity potential; mode shape
q pitch rate € perturbation velocity potential;
r yaw rate angle of roll

angle of yaw
w oscillation frequenc'

Superscripts
transformed variable (eq. h.6)
time derivative

Subscripts
e referring to a aerodynamic co-ordinate axis system
g referring to a gust
s referring to a stability co-ordinate axis system
- referring to the free stream condition

1. INTRODUCTION

The panel methods referred to in this paper have been developed to determine the potential flow
about complex airplane configuratios. Their name follows from the fact that tie surface of the configu-
ration is livided into a set of small segments, called "panels". Each of these panels is assumed to carry
a distribution of so-called singularities, which form elementary solutions of the potential flow equation.
By requiring the flow to follow the contour of the particular configuration the density of the singularity
distribution on each panel can be found. The combined effect of all singularities results in a description
of the sought flow field.

In this paper it is explained in what way panel methods can be instrumental in evaluating the aero-
dynamic input for investigations on aircraft dynamics. This aerodynamic input is required in the form of
aerodynamic derivatives such as stability derivatives, control surface derivatives and gust derivatives.
The use of panel methods to compute these derivatives is not new. For example, already in 1969 one finds
applications of panel methods for computing stability derivatives (Refs 1,2).

The potentialities of panel methods are clear. In the design phase of an airplane it is necessary to
know how changes in the configuration will affect the stability characteristics. While for such studies
wind tunnel experiments are prohibitively expensive, the flexibility of panel methods allows for parameter
studies at relatively low costs. Further, for configurations like the wide-body transports, the SST or for
aircraft equipped with multiple stores, the traditional methods to estimate the derivatives (aerodynamic
strip theory or data sheets) have become marginal in their applicability. Here also, panel methods can be
extremely useful.

Next to this, it becomes more and more necessary to account for the effects of structural deforma-
tions. The introduction of large transport planes and higher flight speeds has set off a trend towards
increased structural flexibility, which cannot always be ignored in flight dynamic investigations.
Similarly the increased application of flight control systems in modern military aircraft may lead to
adverse effects due to coupling with structural deformations. This increased importance of the structural
deformations results in an aerodynamic coupling of the rigid body motions and the structural motions,
making, a time dependent or frequency dependent analysis of the stability derivatives necessary. In this
respect it is important to recognize the existence of unsteady (harmonic) panel methods, used in
aeroelastic investigations.

* This investigation was carried out under contract for the Scientific Research Branch, Air Materiel
Directorate, Royal Netherlands Air Force, (RNLAF).
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In the following it is tried to give some insight how panel methods may be used for computing
aerodynamic derivatives. First the basics of both steady and unsteady panel methods are touched upon.
Next some observations are made as to the possibilities of the different methods. Finally some compari-
sons are made between calculated and measured stability derivatives. Here emphasis is put upon the use of
unsteady panel methods, which introduce the possibility to compute "dynamic" stability derivatives. The
material presented in this paper is based partly on reference 3.

2. PANEL METHODS

2.1. Fundamentals

The starting point for the description of the compressible flow field about an aircraft configura-
tion, as applied in panel methods, is the assumption of irrotational, (inviscid), flow. This makes it
possible to introduce a velocity potential ' = U x + 0, in which U is the freestream velocity and f a
perturbation potential. After linearization this perturbation potential satisfies the equation

M
-i-- -m

(I-M2,) C xx 
+ 

yy 
+ 

zz - a
2  

- 2t a- t=O (I)

and is subject to the boundary condition

aS+ (U + 0).Vs , (2)at

which states that at all times the flow should be tangential to the surface of the configuration,
described by the shape function S(x,y,z,t) = 0.

For incompressible flow equation (I) reduces to the well known Laplace equation

xx 
+ 

0yy 
+  

zz 
= 
0 (3)

which then in addition holds for the full potential ¢. In the case of steady compressible flow the
Gathert co-ordinate transformation

x' = x , y' = By , z' 
= Bz (4)

transforms for subsonic conditions equation (1) into a Laplace equation, while for supersonic conditions
the wave equation

x'x' - y'y' - z'z' 
= 0  (5)

is obtained. In many unsteady flow applications the perturbation potential 4 can be assumed to have a
harmonic behaviour: 4 = 41e . Here the G~thert transformration combined with the substitution

4' = i e-iKx , K = (6)a.B
2

results in a Helmholtz equation

4' , +', , 4',, + K2 ' = 0 (')

In all types of panel methods the solutions of the Laplace, Helmholtz or Wave equation are found by
a linear superposition of fundamental solutions of these equations. For this purpose in general the
"source", "doublet" and "vorticity" distributions are used. For the source and doublet distributions the
general solutions for the equations then are found as an integral over the weighted distributions placed
on the surface of the configuration and the wake:

0(x',y',z',K) = ff g( ',n', ') F(x'-E',y'-n',z'-',K) dS (8)

S(',n' ,)'

in which the fundamental solution F depends on the type of distribution used. A general solution for the
velocity field is easily found by differentiation. When using a vorticity distribution a similar surface
integration gives immediately the general solution for the velocity field. In all cases the weighting
function g indicates the still unknown density of a particular distribution.

After having applied the reverse of the transformations defined by (4) and (6), the general solution
for the velocity field can be substituted in equation (2), thus effecting the tangential flow condition.
This results in an integral equation for the normal wash:

a II(9
an g(,n,4,w) F(x,y,z,w) dS = Vn(x,y,z,w) (9)

from which the unknown density g can be solved.

In panel methods the surface, of the configuration, is divided in individual elements, called panels.
On the panels the source, doublet or vorticity density are taken to vary in a certain way: the earlier
methods, such as the source panel method of Hess and Smith (Ref. 4),use a constant density over each
panel; the newer methods use higher order functions to approximate the variation of the density per panel,
with at the same time enforcing some continuity condition on the panel edges.

This division in panels reduces the integral equation to a system of linear algebraic equations. The
unknowns are the coefficients in the approximations for the distributions per panel. The right-hand side
of each equation contains the specified normal velocity in one or more points per panel (depending on the
number of unknowns). Substitution of the coefficients in the pertinent formulae, results in values for the
velocity and pressure distribution along the surface of the configuration.
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!.cr a more ietailed description of the fundamentals the reader is referred to references 5 and 6.

. p. yes t ' panel methods

ove-r the years several kinds of panel methods have been devised. The major difference lies in the
type of Cundzenental singularity or combination of singularities used. In the following only a few of them
are meat ienel.

As far as ste'ady methods are concerned, the Vortex-lattice (VL) method is perhaps the first and most
simple panel method ever developed. The original idea of Falkner (Ref. 7) was implemented on the computer
a.o. by Hedman (Ref. :o). ThoL wing, which is regarded as infinitely thin, is covered with a network of
horseshoe-vortices, with their trailing legs extending downstream to infinity and composing the wake.
This method is capable of treating lifting surfaces, but due to its neglect of thickness it can not
handle complete configurations.

The first method to describe the potential flow about thick bodies was the method of Hess and Smith
(Ref. 3), who employed constant source panels. A source distribution is not capable of describing a wake
in which the vorticity, shed from a lifting configuration, is carried off to infinity. Therefore this
method is limited to non-lifting configurations.

The earlier methods for thick lifting configurations used a combination if two types of distributions
a source distribution on the surface of the configuration and a vorticity or doublet distribution on the
wake surface and on the internal camber surface. This scheme forms the basis for methods developed a.o.
at Boeing (Ref. 9), Douglas (Ref. 10), NLR (Ref. 11),BAC (Ref. 12) and MBB (Ref. 13). Clearly other set-
ups are possible to describe this type of flows, such as a doublet or vorticity distribution on both the
surface of the configuration and the wake surface. Lately a trend is developing towards methods with
higher order distributions.

The most popular panel method for unsteady flow is the Doublet-lattice (DL) method. This method
originally developed by Albano and Rodden (Ref. l1) can be regarded as the unsteady version of the
Vortex-lattice method. It describes the unsteady flow field about an infinity thin, harmonically
oscillating lifting surface configuration. The singularity used is the pressure doublet, which through
chordwise integration over a panel reduces to an unsteady lifting line formulation equivalent to the
horseshoe-vortex approach.

Based on the Doublet-lattice formulation several attemps were made to incorporate also the effects
of the fuselage and stores into the description of the unsteady flow field. First Kalman, Rodden and

Giesing (Ref. 15) computed oscillatory wing/body interference by panelling the body as a ring wing. Later
a slender body formulation was added to be able to calculate the unsteady forces on the bodies also
(Ref. 16).

At the NLR, the Doublet-lattice method was combined with an unsteady source panel method (Ref. 17).
In this (NLRI) method the surfaces of the bodies are covered with panels containing a harmonically
oscillating constant source distribution, for which the basic formulation was developed earlier by Hess
(Ref. 18). The thickness of the lifting surfaces is still neglected.

Finally Morino (Ref. 19) has developed an unsteady panel method in which source and dipole distribu-
tions are placed on the surfaces of both the bodies and the lifting elements of the configuration.

3. POSSIBILITIES FOR CALCULATING STABILITY DERIVATIVES

When considering the use of panel methods to compute aerodynamic derivatives necessary for flight
dynamic investigations it is useful first to examine the possibilities of such methods more closely. In
doing so, certain derivatives can be excluded beforehand, since the assumptions inherent to panel methods
make it impossible to compute them with sufficient accuracy. Further a preliminary choice as to the type
of panel method most suitable for computing a particular derivative may be made.

3.1. Limitations due to the neglect of viscosity

Common to all panel methods is the assumption of potential flow, implying the neglect of viscosity.
This means that the viscous boundary layer along the surface of the configuration is taken to be non-
existing. For the high Reynolds number condition encountered with aircraft, this approximation is accept-
able when computing coefficients depending on lift. But for estimates on the drag a modelling of viscous
effects is indispensable. Some attempts have been made to combine a panel method approach with a 3D-
boundary layer calculation, however, such methods are not yet available for routine computations.

This neglect of tne boundary layer has several consequences. Some of the derivatives used in stability
investigations depend very much on the drag experienced by the aircraft. This drag is built up of viscous
drag and induced drag, while for flows with shock waves the wave drag may give an appreciable contribution
also. It is clear that this type of derivatives cannot be computed with panel methods in which the
boundary layer is not modelled. One possible exception should be mentioned. When the drag derivatives
depend mainly on the induced drag, being a function of the lift coefficient, a reasonable estimate might
be obtained.

Further the forces experienced by control surfaces depend strongly on the boundary layer also.
Therefure panel methods do not seem very promising for predicting control surface derivatives. On the
other hand it is possible that although no accurate values may be obtained, trends may be predicted
reasonably well, provided that no flow separation occurs.

This introduces an additional serious limitation of the neglect of viscosity namely that flow separa-
tion cannot be modelled. A possible exception is the case of leading edge separation, as occurring for
'jolta wings at high angles of attack, where recently some progress was made. Here the assumption of
potential flow could be retained by assuming a vortex sheet to be shed from the leading edge and to roll
up into a core of concentrated vorticity. Typical examples of panel methods following this approach are
prcsentel in referene's ?0 and 21.



3.2. Modelling of compressibility

The assumption of a perturbation potential and the linearization, makes it impossible to treat
transonic flow conditions with panel methods based on equation (1). In addition the results of such
methods will have a Mach number dependence following the (1-M

2
) behaviour of the Ggthert rule, which is

acceptable up to moderately subsonic flow. For high subsonic tlow conditions compressibility corrections
such as the one devised at NLR (Ref. 3) may be used. In unsteady methods a "local Mach number correction"
Ref. (22) may be useful.

Derivatives with respect to the forward velocity are usually expressed in terms of a sum of deriva-
tives with respect to Mach number, dynamic pressure and thrust coefficient. Of these, only derivatives

with respect to Mach number can be evaluated with panel methods. This may be done by performing computa-
tions for two different Mach numbers and determining the coefficient according to

ac , C(M + AM) - C(M)
3M AM

3.3. Representation of thickness of wings and bodies

For panel methods a clear distinction can be made between planar and non-planar methods. In the
planar rethods the thickness of the lifting surfaces and the fuselage type parts of the configuration are
neglected, while in the fully non-planar methods the thickness of all parts of the configuration is taken
into account. A mixture of both is obtained when the lifting surfaces are taken to be thin, while the
fuselage is represented correctly. An example of this approach is the NLRI method mentioned in section 2.-

Experience with panel methods has shown that including the wing thickness while neglecting the
boundary layer leads to an overestimation of the normal force derivatives on the wing. Due to that the
results of planar methods often compare better with experimental data. Clearly, for derivatives to which
the fuselage or other thick bodies (such as stores) contribute significantly, non-planar methods or the
mixture type methods seem suited most.

In general, applying non-planar methods is more expensive than using planar methods. Therefore,
including the effects of fuselage or stores is relatively costly. However, it is possible to introduce
the effects of such bodies in an approximate way in planar methods. This is done by representing these
bodies in the form of a ring wing, an endplate or a cross. Of course, one has to be careful in applying
this type of idealizations, as a certain representation might give good results for one derivative but
not for another.

3.h. Application of methods for harmonic motions

The aerodynamic derivatives may be divided in two groups. One group can be computed in principle by
a steady method, while the second one can only be evaluated with an unsteady method. In table 1 it is
indicated which coefficient belongs to which group. Of course, when making this distinction it should be
mentioned that in principle all derivatives can be computed with an unsteady method. The type of unsteady
panel methods most commonly in use are those in which small harmonic motions are assumed. In the appendix
it is indicated how such methods can be used to obtain the necessary aerodynamic coefficients. In this
context it is of interest to mention that all coefficients given in tables A.2 and A.3 can be computed
individually. This may be in aid of interpreting results of unsteady windtunnel experiments where many
coefficients can he measured only in combination.

TABLE I

The method of computation of the aerodynamic derivatives depending on their state variable

Symmetric motions Antisymmetric
motions

Steady u, a, q, n 6, p, r, n
method 6 6

Unsteady 6, 4, fi A, P, t, h
method 6, g, ag , &g 9 g, ag,g

3.5. Relation between aircraft motions and input for steady methods

In the stability axis system an a-variation is equivalent to a variation in the constant upwash
experienced by the airplane (Fig. I). Therefore it is equivalent also to the angle of attack variation to
be prescribed in the panel methods, where an aerodynamic axis system is used. A variation with respect to
q as defined in the stability axis system is felt by the airplane as a linearly varying upwash (see Fig.2).
Computation of the corresponding derivatives is possible with steady panel methods when the normal wash is
specified individually for each panel.

These observations made for the derivatives with respect to the symmetric variables a and q,are
valid also for the derivatives with respect to the anti-symmetric variables 8, p and r. However, for the
derivatives with respect to 8 and r the accurac& may become questionable at large yawing angles, when
there is a large shadow-effect of the fuselage on the lee side wing and a strong interference of the wake
of the weather-side wing with the fuselage (see Fig. 3). The shadow effect depends very much on the
development of the boundary layer along the fuselage and therefore is not represented in inviscid panel
methods. The direct interference of the wake with the fuselage cannot be represented either, although
alignment of the trailing vortices with the free stream direction will account for part of the wake
effect.

Derivatives resulting from structural deformation, may be calculated also with steady panel methods
by specifying the local normal wash per panel. This normal wash is then derived from a given upwash
distribution over the configuration, an example of which is given in figure 4.
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4. RESULTS OBTAINED WITH UNSTEADY PANEL METyIOD

The applicability of steady panel methods for computing stability derivatives is w.l documented in
the literature. Therefore in this paper the emphasis is put on results ottaine1 with Meitea y panel
methods, which are hard to find in the literature. As fuar as planar mT-tho, d r. , .r:- i, and
Giesing (Ref. 21.) showed the possibilities of the Doul let-lattice iethod ly P(mpuf il.- thf- lonlgitudinal
dynamic stability derivatives for a jet transport wing. Unfortunately no comparisn with xperimental
data was given.

To the authors knowledge the first application of an unsteady non-planar method was reported in
reference 22. Using the NLRI-method, discussed in section 2.2, the longitudinal dynamic stability deriva-
tives were computed for a delta wing-fuselage configuration at zero angle of attack. The panelling
scheme (for symmetry reasons only one half of the configuration) and the results are given in figure 5.
For the few derivatives, obtained in an oscillatory windtunnel experiment (Ref. 25), the theory shows a
reasonable agreement.

Recently the NLRI panel method was applied also to calculate the lateral stability derivatives for a
T-tail transport configuration. For this configuration experimental data were obtained with the small
amplitude forced oscillatory roll mechanism at Nasa Langley (Ref. 26). The panelling scheme used in the
calculations is shown in figure 6 (again for symmetry reasons only one half is shown). The fuzelagc f
the configuration was appruximated by a blunt nosed cylinder with in contrast to the experimental model,
no tapering at the rear. The fuselage mounted engine nacelles were not modelled in the calculations,
since in the tests their effedt was found to be negligible.

In table 2 a comparison is presented of the calculated and measured derivatives for the configura-
tions with and without wings. For the configuration without the wing the agreement between theory and
experiment is reasonably good. The effect of adding the wing is predicted fairly well also, except for
the cross derivative C. . However, this latter difference can be expected since the main contributions of
the wing to this derivative come from profile drag and leading edge suction1, which are not modelled in the
NLRI-method.

TABLE 2

Comparison of calculated and measured lateral stability derivatives for a T-tail transport

Fuse lage + T-tail rFuselage + wings
Il + T-tail

Theory [Experiment Theory Experiment

C1  -0.029 -0.025 -0.531 -o.465

k
2
C 0 0 0 O.OOi

0 0.052 0.060 0.012 -0.o4

k2CnT. 0 0 0.001 L 0

Calculations were performed also for isolated parts of the configuration such as the fuselage, the
wing and the T-tail. The results (table 3) clearly show the effect on the derivatives when the configura-
tion is made more complex by adding T-tail and wings to it. They indicate also that summing up the con-
tributions due to the isolated parts of the configuration in general is not allowed, because of
aerodynamic interference. A typical example for this is the Cyp derivative.

To illustrate in more detail the importance of the aerodynamic interference, the individual contri-
butions of the different parts of the configuration to the derivatives have been listed in table h. Com-
parison of tables 3 and li show that in general the wing itself is less affected by interference. However,
the presence of the wing has a marked influence on the body and even more strongly on the T-tail.
Clearly the wake of the wing should be taken into account when computing the contribution due to the
T-tail.

5. CONCLUDING REiARKS

In the foregoing the use of penel methods for computing stability derivatives has been discussed.
Reasons were given why not all derivatives, especially those which are dominated by viscous drag, can be
computed with the same level of accuracy.

The unsteady panel methods, developed for aeroelastic applications, were shown to be very useful for
computing "dynamic" stability derivatives. With the aid of some computed examples compared with experi-
mental data, the value of such methods was demonstrated. In addition the calculations showed that param-
eter studies, in which the contribution of different parts of the configuration are evaluated, can be
carried out very succesfully with panel methods.

It was further indicated that planar panel methods, which are cheaper to use, in many cases will
Five satisfactory results.
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TABLE 3 TABLE 4

Calculated lateral stability derivatives for Contributions of the different parts of the con-
different parts of a T-tail transport confi- figuration to the calculated lateral stability
guration derivatives

Fuselage

Fuselge Wings T-tail Fuselage Fuselage Stabi- winge
T-tail wings lizer stabilizer

T-tail fin

C -0.052 -0.001 -0.082 -0.200 -0.237 C -0.115 0.003 0 -0.126 -0.237
YO Ya
C -0.133 0 -0.006 -0.105 -0.072 C -0.077 0 0 0.005 -0.072y YA

C y 0 0.029 0.039 0.060 -0.035 Cy -0.065 0.031 0 -0.001 -0.035

C 0 0 0.003 -0.011 0.116 C 0.068 -0.001 0 O.O49 0.116
yp yp

C -o.618 0 -*.19I -0.804 -0.675 C -0.463 0.001 0 -0.232 -0.675

C y 20.8 0.020 32.9 80.0 95.0 Cy, 46.0 -1.162 0 50.2 95.0
__ __ I_ _ Yj. I_ _

C 0 0.015 0.030 O.O43 0.025 C 0 -0.023 0.017 0.030 0.025

C 0 0 -0.001 -0.002 -0.005 C 0 0.002 -0.006 -0.001 -0.005

C 0 -0.506 -0.027 -0.029 -0.531 C 0 -0.523 -0.008 0 -0.531

p p
C X 0 0.010 0 0.007 -0.008 CX. 0 0.016 -0.012 -0.012 -0.008
p p

C 0 -0.001 0.058 0.081 0.066 C 0 0.007 0.008 0.051 .066
r r

CI. 0 -3.O4 -11.8 -17.1 -9.95 C 0 9.2 -6.9 -12.2 -9.95
r r __

Cn8 0.052 0 -0.071 -0.073 -0.080 C 0.029 0 0 -0.109 -0.080

Cn -0.007 0 -0.006 .014 0.037 C 0.034 0 0 0.003 0.037

Cn  0 0 0.035 0.052 0.012 Cn  0.010 0.001 0 0 0.012
n P
p p

C 0 0 0.003 -0.008 0.077 C 0.034 0 0 O.043 0.077
b n.

C -0.124 0 -0.169 -0.296 -0.206 C -0.016 0 0 -0.190 -0.206n n
r r

C -21.0 0 28.4 28.9 31.9 C -11.8 0.129 0 43.5 31.9n. n.r __ ____ _r___ __
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APPENDIX : ANALYTICAL DESCRIPTION OF THE AERODYNAMIC DERIVATIVES

In the stability axis system a typical aerodynamic force is defined as:

A1(t) pU2 Sw Ci W Ct) (A.1)

in which C. represents a state variable )rigid or flexible), a control surface deflection or gust
variable. The inuex i refers to one of the rigid body motions or one of the structural vibrations. The
non-dimensional aerodynamic derivative is defined as:

C (t) - - C (t) i dS (A.2)
E3 PCj

with Cp&_ being the change in the local pressure distribution due to a change in the state variable j.,

0- represents the ith mode shape. For the rigid body motions O takes very simple forms; forx nmmetric
motions e.g.: longitudinal * = (1,0,0), normal T. = (0,0,1) and in pitch Z = (, 0;

The aerodynamic force as defined in (A.1), can be expanded as follows:

A ij(t) = p
2  

I s E & i  + Ci  j + O() (A.3)

Neglecting the terms involving Z and higher order derivatives, the aerodynamic force can be regarded as
being Lailt up of a steady term and an unsteady term. The derivative Ci  is a quasi-steady quantity and
thus can be computed with a steady aerodynamic method (see table 1). Cj

The derivative Ci. can be obtained with the existing aerodynamic methods for harmonic aircraft
E.

motions, developed for aeroelastic applications. As a rule, the output of these methods comes in the form
of generalized aerodynamic forces which refer to an axis system x y z with the xe-axis pointing in theS. e e ..
direction of the undisturbed flight path, while the origin is trans ating in that direction with a speed
U.. These generalized aerodynamic forces are defined as a function of the oscillation frequency w:

)= +U s2[Qn+iQ] C (A.4)

in which

= I f C * dS (A.5)

As small disturbances have been assumed, simple conversion rules exist between harmonic motions in
both the x v z stability axis system and the xeyeze axis system. For the rigid body motions with a
frequency w these rules are given in tabLe A.I.

TABLE A.1

Conversion rules between the stability and the aerodynamic axis system

x~y~z5 XeYeZe
xsyZ s aerodynamic space-
stability system oriented axis system

Symmetric a= +

motions c

q = ikO

h

Antisymmetric c

motions* = ik

r _ _ _ _ik

The factor ' in the expressions for p and r enters due to non-dimensionalizing with 2 U. instead of Um

as in the case of q.

In this table k is the non-dimensional (reduced) frequency and hz and h are translatory motions in
y

the z P and y directions respectively. The orientation of both axis systems is illustrated in figure 7.
The expressions describing the structural vibrations, control surface deflections and atmospheric gusts

are the same in both axis systems.

Applying r Fourier transformation the aerodynamic force defined in (A.3) can be written as:

A, (W) = P12 swr + ikC.] &. (A.6)

Comparing the expressions (A.)) and (A.6) and using the conversion rules as given in table A.1 relations
between the two types of aerodynamic derivatives ar' derived easily. They are given in tables A.? and A.
for the symmetric and antisymmetrie derivatives respectively, (taken from ref. 23).
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TABLI A. 2

fetatioti between symmetric aerodynamic derivativet,
and 17eneralized aerodynamic forces

C c C
8 M

2 Q " 2-" Q"
s- 22 s 32 s- i2S k Swk S- -
2 Q 2 Q 2Q
s -22 s. s i2d -7 Sw k2  Sw k2

w k k k___________

s2- 23  
+Q22 s2- 33 32) s2  i 3 +Q 2)27 2 k

2 .2 ( ' 2 2 Q Q
22 S 3 -. +2i i3 i2

rj -7 Ts2  3 _
w 7 w wk k sk 7 -7

2 
2 , 

2

2- "2 Q,, Q,,

2 25 2 Q3 2 Qi5

S kSS k3S±k

w w w

2 , 2 2

-

.1 S 2j__ __ __ _ __ __ __ _

Q, Qit Q ,t

2 2 2 36 2 i

S k S k S k

2 =2 v2

9 wQ2 Q w3 9  0 Q 9

2 2b2 k 2 ibx

S k S k S k

Iag S Ia S I w

Scontrol surface deflection, a = gust

Q 99 99 9
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TABLF A.3

Relation between antisymmetric aerodynamic derivatives and generalized aerodynamic forces

C C C C
y Cn

W W W W

tI t ! t!I2 Q 2 Q 2 Q 2 Q
s 11 s 21 si a i2
-S W ' k 2S 2 S W k2

s2 2Q 12S2 2Q 22i232 22Qi2
S k S k S k S k

W W W W

2 2Q 2 2Q 2 2QI
a 212 _ 22s 2 i2

2S 2 S 2 S 2
w k w k w k w k

2

of V? II it I
2 2 2 (

9 __\- k 21 -- k (- k 2s k 2
W k W W k W 

r ~~ + 23) - + 2 21  +22 31Q 2 +Q2Q2 IcWk2 3 (?~~) 7- +~
2 2 2 2

S 1 S 23 S 3i S i!
W W W U

2Q 2 Q 2 Q31 2 Q.

S k S k S k S Ik

W W W W

2 2 2 2
T- QI s 26 Sw  3 Sw

Qt ft QIQ2 QIb 2 2b

g S k S k S k S k

W W W W

s
2  

,2 2 2 ,

iS a. a
Q 1 a3 3a3  S ij3Q Q~S2 w Qi~

2 1 2 2 32 ig Sw  k Sw  k Sw  k Sw  k9 S 0RS 2 W 309SWU

Subscripts of Qn indicate the mode shape:

1 = horizontal translation, 2 =rolling motion, 3 = yawing motion,
i,, 

= 
structural vibration, 6 = control surface deflection,

ag ,g = gust

ggk
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Sumnary

The problem of dynamic stability of supersonic/hypersonic vehicles of simple shapes at high angles
of attack is studied base on inviscid flow theory. The amplitude and frequency of the pitching
oscillation are assumed small and a perturbation method employed. Systematic investigations of the closed
form analytic formulae for the stability derivatives of oscillating wedges, flat plates, delta wings (with
attached shock waves or detached shock waves) lead to the following general conclusions: (a) Increasing
flight Mach number M, tends to increase the dynamic stability and the stability derivatives tend to
constant for large M, ; (b) the sweep-back angle of a delta wing has only small effects on its dynamic
stability; (c) for small angles of attack a the damping-in-pitch derivative increases with a but
after a reaches certain critical angle the trend is reversed and further increase in a may rapidly
cause dynamical instability; and (d) the effects of the specific heat ratio y of the gas on dynamical
stability are small for small angles of attack a , but are large for large a , and in the latter case
increasing y can also cause dynamic instability.

List of Symbols

A reference area, Eq. (4)

b semi-span of delta wing

Cm  pitching moment coefficient, Eq. (4)

-Cme stiffness derivative, Eq. (5)

-Cm damping-in-pitch derivative, Eq. (5)

h pivot position measured in body length x from the apex

i = r--l

k = wt/U , reduced frequency parameter.

X body length

M Mach number

p pressure

t time variable

U, free stream velocity

V velocity vector

P density of gas

amean angle of attack, also semi-vertex angle of wedge and cone

y ratio of specific heats of gas

x sweep-back angle of delta wing

amplitude of pitching oscillation

circular frequency of oscillation

a similarity parameter defined in Eq. (12)

shock layer parameter defined in Eq. (13)

Subscripts

free stream

)0 steady wedge flow behind the shock
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steady flow on upper surface of flat plate

)U upper surface

lower surface

1. INTRODUCTION

This paper is concerned with the aerodynamic stability of supersonic/hypersonic vehicles of
simple shapes at high angles of attack. The need for investigating stability characteristics at high
angles of attack was clearly shown by Orlik-Ruchemann in his survey paper , which largely deals with
experimental facilities. On the theoretical side, the problem was investigated by the author and his
associates in a series of recent studies based on the inviscid flow assumption. These include pitching
wedges, flat plates, delta wings with detached shock waves, delta wings with attached shock waves
(compression side only), oscillating cones at zero anglq of attack, and the caret wing at certain design
conditions. Some of these work are already published4-' and some are reported here for the first time.
In all cases, analytic formulae for the stability derivatives are obtained in closed form.

Whilst the unsteady flow fields over any practical vehicles are very complicated and would require
experimental or numerical investigations, it is expected that the inviscid analytical results given here
for the simpler shapes will give some insight to the unsteady flow and indicate trends for the stability
characteristics of more complex shapes. Especially when there is no flow separation, the effects of
viscosity on dynamic stability are known to be generallysmall'J, and the inviscid flow theory should be
reasonably accurate.

Specifically, the problem to be considered is that of a uniform supersonic/hypersonic stream of
gas symmetrically past a "vehicle" which performs a small-amplitude, slow pitching oscillation. The gas
is assumed to be non-viscous, perfect and with constant specific hjeats, and the aim is to calculate the
resulting unsteady flow and hence the stability derivatives. The governing equations are

+ 0.o )
at

v .vv+ =O
at p

+ p/ +0()

where v, p. p are,respectively, the velocity, pressure and density, and y the ratio of specific heats
of the gas. The boundary condition to be satisfied at the body surface is

BB

at B = 0 , + .vB = 0 (2)at
where B = 0 is the equation of the body surface. The boundary conditions at the shock wave are the
well-known Rankine-Hugoniot conditions

at s =0, p(@ + '.vs)] = 0
tS+

[xsat (3)s)
E (L+ '.vs) 2 + p 1 s R (Vs) 

2

where the unknown shock shape is described by s = 0 and the square brackets denote the change in the
enclosed quantity across the shock.

There are two major difficulties in solving the problem as formulated: (a) the non-linearity in
the equationsas well as in the shock boundary conditions; (b) the existence of the shock wave whose
position is not known a priori but has to be determined as part of the solution. Since the boundary
conditions are to be satisfied at the shock wave, this renders the mathematical problem a free boundary
one. At present, there exists no general method for solving non-linear partial differential equations
with a free boundary.

At low supersonic Mach number and at very low angles of attack, the shock wave is weak and can be
replaced by Aach waves. In that case the equation can be linearized, resulting in the supersonic potential
flow theory and both difficulties mentioned above disappear. The problem can then be solved in a fairly
general way by the method of integral transform, and most results ware sunnarized in Miles' monographlO

With increasing flight Mach number and angle of attack, or both, the shock wave becomes strong
and no longer can be replaced by Mach waves. In this case the supersonic potential flow theory does not
apply and the integral transform method is generally useless. However, in all the problems mentioned
above the difficulties associated with non-linearity and with existence of a shock wave are overcomed by
using a perturbation method in which the unsteady flow field is regarded as a small perturbation to some
reference steady flow. Thus the problem of calculating an unsteady flow with shock waves is to be solved
in two steps: the first step is to find a corresponding steady flow solution which is then used in the
second step as a reference flow in calculating the unsteady perturbation flow. Whilst the problem
encountered in the first step is still non-linear and with free boundary -- but is a steady one, that in



22-3

the second step is a linear problem with fixed boundaries.

As a number of exact or accurate steady flow solutions already exist, they are utilized in
finding the corresponding unsteady flow solutions. These results will be summarized in Section 2,
whereas in Section 3 a systematic study is given of the dependence of the dynamic stability derivatives
on the flight parameters, namely the flight Mach number M. , the mean angle of attack a , the sweep-
back angle x of the delta wing, and the ratio y of the specific heats of the gas.

2. RESULTS

Consider a supersonic stream of gas with uniform velocity U. pasta given body performing a
small amplitude, slow pitching oscillation. Let E denote the amplitude and w the circular
frequency of the oscillation, so that the departure of thie instantaneous position of the body from its
mean steady position is described by an angle equal to Eelt.Let the pivot axis be perpendicular to the
plane of symmetry of the body. The pitching moment of the resulting unsteady aerodynamic forces about
the pivot axis will be denoted by Mpitching (positive values of Mpitching corresponds to nose-down).
The pitching moment coefficient Cm is defined as usual by

Cm = M itching (4)
150 U20

where p. is the gas deni~ty in the free stream, x is the body length and A a reference area
which is taken to be Z.1 for the cases of a wedge and of a flat plate, but in the case of a delta wing,
A is taken to be equal to the wing area. The stiffness deiivative -Cm and the damping-in-pitch

derivative -C are also defined as usual by

Cm = Eeiwt[-C ) + ik(-C ) + O(k2)] (5)
m me

where

k =(6)U®

is the reduced frequency parameter and is,for slow oscillations, much smaller than unity.

2.1. Oscillating Wedges with Attached Shock Waves

In this case the reference steady flow is the well-known exact supersonic wedge flow which is
uniform. The governing equations for the perturbation unsteady flow are linear with constant
coefficients and are solved exactly. In particular, we have

-C = FE r ( - h cos 2a)
0 a COSa (7)

-C . = F (-( )[I(h cos2 ) - Gh cos20 + I (2G-I)]
me COS a 0

where a is the semi-vertex angle of the wedge (see figure 1) and is equal to e in Ref. 2, and h is
the pivot position measured in the body length t from the apex and along the body's symmetry line.
The constants E,F,G and I are given in Ref. 2, and u is the velocity behind the shock in the
steady referen'e flow. The apparent differences between E. (7) above and Eq. (29) of Ref. 2 are due
to the difference in defining the frequency parameter k . It should also be noted that due to a
misprint the constant t in Ref. 2 (Eq. (15))should be corrected by multiplying it by a factor of 2.
(The numerical results in Ref. 2, however, requires no correction).

2.2. Oscillating Flat Plates

In the case the shock wave is attached to the leading edge of the flat plate the flows on the
lower surface (compression sides) and on the upper surface (expansion side) are independent of each
other and can be treated separately. The flow on the lower surface are the same as that on an
oscillating wedge surface. Thus using the solution for unsteady pressure given in Ref. 2 (Eq. (26))
we have the lower surface contributions to the stability derivatives (see fig. 2) as follows

me t 2(8)
(-tee) E(j--h)()

I 2 1
(-CM6)9, T F( ut)[lh2 Gh + j42G - 1)]

0 *

The reference steady flow for the upper surface is the famous Prandtl-Meyer supersonic flow
over a convex corner. The governing equations for the unsteady flow ae derived by perturbing the
steady Prandtl-Meyer flow. They are solved exactly to 0(E2), and O(ek ), and we obtain the following
formulae for the upper surface contribution to the stability derivatives (see fig. 2).
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1 h(-C ) - 2 (P U( l) 1 1
m-eu (M - h)

1 Ul 2 M 1-2 M122 (9)

a(M 1 -_1) M1 2-lI M I-I

where Pl,'u 1, and Ml are, respectively the density, velocity and Mach number on the upper surface of
the flat plate in the steady reference flow.

The stability derivatives of the flat plat are then given by

-Cm0 = (-Co)u + (-Cm ) (10)

-Cm =(-C) + (-C .)

2.3 Oscillating Delta Wings With Detached Shock Waves

We consider now a flat delta wing placed symmetrically in a supersonic stream of gas (fig. 3).
The shock wave developed may be attached to the leading edges of the wing or detached from them, depending
on the combination of the free stream Mach number M., the angle of attack a , the sweep-back angle
x, and the ratio of specific heats y of the gas. (A criterion for shock attachment may be found in
Ref. 11, say). Generally speaking, for large enough a and x the shock will be detached from the
leading edges. In this subsection we consider the detached shock case, whereas the attached shock case
will be considered in subsection 2.4.

12
In the detached shock case we use Messiter's thin shock layer solution (with some corrections

given in Ref. 5) as the reference steady flow solution. It is an approximate theory and gives the first
order correction to the Newtonian flow. The linearized (in the amplitude of oscillation c ) equations
governing the unsteady flow are derived by pgrturbing Messiter's steady flow solution. They are of
variable coefficients but are solved exactly for general values of the educed frequency k . In
particular we have the following formula (fig. 3) for the stiffness derivative -Cm  and the damping-in-
pitch derivative -Cm, . 6

C 2a( - h)
-a= 3 (11)

-C = 4 sin [h2 _ 2 (2 + G(Q))h+ I (l + G(Q))]

where the similarity parameter Q is defined as

b b (12)

kA tana
where

+4 (13)
+7 (yl)sina

This parameter Q is the scaled aspect ratio of the wing and, detached shock flow corresponds
approximately to 0 : Q s 2 . The function G(i) is given in fig. 4. The apparent differences
between Eq. (11) and Ref. 5 (Eqs. (29) and (30)) are again due to the different definitions used for the
reduced frequency parameter.

2.4 Oscillating Delta Wings with Attached Shock Waves

In this case the flows on the upper surface and on the lower surface are independent and can be
calculated separately. Only the lower surface (compression side) flow is considered here. It is expected,
however, that with increasing Mach number or increasing angle of attack the lower surface flow will
become dominant.

For the attached shock case we use Hui'sanalytic solution 13 for unified supersonic/hypersonic
flow over delta wings as the reference steady flow. This solution is exact in the outboard region where
the cross flow is supersonic but is only approximate in the central region where the cross flow is
subsonic. However, it gives almost identical results as large scale numerical solutions. The linearized
(in the amplitude of oscillation c) equations governing the unsteady flow are derived by perturbing
Hui's gteady flow solution. They are of variable coefficients. In the outboard region they are exactly
solved in a manner similar to the oscillating wedge case. The result is rather too tedious to be
reproduced here.

In the central region where the cross flow is subsonic, a group-theoretic method is first
used to reduce the three space coordinates to two. The resulting problem of partial differential
equations in two independent variables is integrated spanwisely, yielding a problem of ordinary
differential equations whose solution is obtained analytically in closed form. Thus both the stiffness
derivative and the damping-in-pitch derivative of a delta wing with attached shock wave are obtained in
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closed form which explicitly show their dependence on M ,a,x,y and h . (For details, see Ref. 6)

3. DISCUSSIONS AND CONCLUSIONS

A comparison of the theoretical damping value with the measurements of Pugh and Woodgate14 for
an oscillating wedge is shown in figure 5. It is seen that the inviscid theory, including the prediction
of negative damping, is well verified by experiments, except when the pivot axis is along the wedge
leading edge.

With the closed form formulae given in Section 2 for various cases, we are in a position to
investigate the effects of the flight Mach number M, , the mean angle of attack a , the sweep-back
angle x of the delta wings and the specific heat ratio y on the stability derivatives, in particular,
the damping-in-pitch derivative -CM It should be noted that because of the different ways in
measuring the body length, the stability derivatives for the flat plate at large M. or large
do not approach one-half of that for a wedge. Also because of the different reference areas A used in
Eq. (4), the stability derivatives for a delta wing with attached shock wave at large M_ and x - 0
do not approach that for a flat plate.

Systematic investigations of the stability derivatives have led to the following general

conclusions.

(a) Increasing flight Mach number M, generally tends to increase the dynamic stability, and -CM
tends to a constant for large M (Fig. 6), in consistence with the principle of Mach number independence
for steady hypersonic flow.

(b) The angle of attack a has a very important effect on the damping-in-pitch derivative. Typically,
-C increases with increasing a , but after a reaches certain critical value it begins to decrease

rapidly with further increase in a (Fig. 7). Furthermore, in the cases of a wedge, a flat plate
aerofoil and a delta wing with attached shock waves -C can take very large negative values, an

indication that in those cases the unsteady aerodynamic lorces tend to strongly destabilize the
pitching motion. However, there is an exception for hypersonic slender wings with detached shock waves.
In that case Eq. (11) together with the fact that G(Q) < 1 (see Fig. 4) shows that the damping derivative
is always positive.

(c) The effects of the sweepback angle x on the -Cm. for a delta wing with either attached or

detached shock waves are generally small, except near te shock detachment or when a nearly 900
(Fig. 8). In these cases the present theory does not apply.

(d) The effects of the specific heat ratio y on -C are small for small C (Fig. 9) but can be

unexpectedly large for large a . In the latter cases, increasing y tends to decrease the damping-in-
pitch derivative and, for the cases of a wedge or a flat plate aerofoil, can cause instability of the
pitching motion. This is in sharp contrast to the linearized supersonic potential flow theory, according
to which the flow is independent of y . This rather drastical theoretical prediction of the y-effects
remains to be verified experimentally.

Results for the stiffness derivatives are also presented in Figs. 10-13, showing similar
effects, except that of a .

Finally, in this series of analytical study the relation between unsteady Newtonian flow theory
and the limiting gasdynamic theory is clarified. Thus for the cases of the oscillating wedge, the flat
plate, th cone and the delta wing with attached shock wave it is shown1 that, contrary to existing
theories, "6 the centrifugal effect is important and cannot be neglected. For example, it untributes
one half of -Cm. for a wedge and one third for a cone. Furthermore, it is shown that for these cases6
unsteady Newtonian flow theory with centrifugal corrections agrees identically with gasdynamic theory in
the double limit as y * I and M - - , independently. It is thus conjectured that general three-
dimensional unsteady Newtonian flow theory plus centrifugal corrections will agree with gasdynamic theory
in the double limits as y - I and M. - - , independently. This conjecture would enable dynamic
stability derivatives to be calculated somewhat easier using unsteady Newtonian theory as a first
approximation for hypersonic flow.
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IDENTIFICATION OF UNSTEADY EFFECTS

IN LIFT BUILT UP

P. Mereau, R. Hirsch, G. Coulon, A. Rault
ADERSA/GERBIOS

53 Avenue de l'Europe
F78140 V6lizy (Frarre)

SUMMARY

A methodology to identify unsteady aerodynamic forces
from flight test data is proposed and developed in the case
of uncoupled longitudinal motion. Based upon linearity and
frequency separation of the involved phenomena, this method
includes several steps : data filtering, classical stability
and control parameters identification, transient forces
estimation, unsteady terms identification. The mathematical
model includes state equations and convolution integrals,
thus requiring particular identification algorithms, well
adapted to each form of representation. The results obtained
in the case of non-powered flights of a reduced scale plane
are very satisfactory in the sense that their comparison
with existing theoretical developments are very close and
thus validate the theoretical characterizations.

SYMBOLS

Cz aircraft aerodynamic parameter with respect to variable i

1
Cti tail aerodynamic parameter with respect to variable i

D average distance between flap trailing edge and tail aerodynamic center

E input vector
fi lift difference between steady-state and transient step responses due tovariable i

I longitudinal moment of intertia

1 reference chord

L distance between the aircraft and the tail centers of gravity

m aircraft mass

mt tail mass

q pitch angular velocity

Rt tail unsteady residual vector

Ew wing unsteady residual vector

Rzi aircraft lift term due to variable i
S aircraft reference surface

St  tail reference surface

Vo  reference speed

Xstate vector

f 2 g convolution integral between functions f and g

aangle of attack
6(i) variation of variable i

p air density

1Ji theoretical transient coefficient in the lift term due to variable i

Xi theoretical jump coefficient in the lift term due to variable i
0 pitch angle

T flap deflection

znormal acceleration

This research has been conducted under D.R.E.T. research contract No 76.235 and
S.T.A6 research contract No 76.98213 in close cooperation with the Institute of Fluid
Mechanics of Lille.
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1 INTRODUCTION

In the framework of recent trends like the CCV concept, direct lift control or high
angle of attack flights, short duration phenomena such as unsteady aerodynamics and
aircraft flexible modes can no longer be neglected. A good knowledge of these phenomena
is therefore important and the question on how to determine them with precision arises.

Several theoretical characterizatiorB,based on the initial works of Wagner, Theodorsen
and Jones (ref. 1,2,3), have been made to model unsteady aerodynamics, and computational
methods have been developed in the case of subsonic flow (ref. 4,5,6). However, to the
best knowledge of the authors there have been few satisfactory experimental verifications
in the three dimensional cases. In this paper, we describe a method to identify unsteady
aerodynamic forces from flight test data.

Identification from flight test data has been used in several instances, and is now well
developed, for the determination of the classical aircraft stability and control deriva-
tives (ref. 7,8,9). The identification procedure includes three steps :

- characterization of a model in which several unknown parameters appear.

- estimation of the unknown parameter values by using test data.

- validation of the model.
This procedure has been used for the identification of unsteady aerodynamic forces.
However, due to the particular problem investigated, an appropriate methodology had to
be developed.

The characterization of unsteady aerodynamic forces and the derivation of a model are
described in section 2. The identification methodology is presented in section 3 and the
various steps of this methodology are developed in section 4. The results obtained in
the case of non-powered flights of a reduced scale plane are given and compared with the
theoretical results derived from existing mathematical characterizations.

2 CHARACTERIZATION OF UNSTEADY TERMS

In order to obtain a model for unsteady effects, one must express transient aero-
dynamic forces through a mathematical formulation. The lift force is written

Rz  = Rz + 6Rza + 6Rzq + 6RzT

where Rzo is the lift value at some reference conditions and the other terms of (1) are
respectively due to variations in the angle of attack a , the pitch angle derivative q
and the flap deflection T

From an automatic control viewpoint, the variational terms can be represented as the
output of a bloc diagram (Figure 1).

If only steady-state forces are considered, the transfer operator between the input 6
G

and the output 6Rz  is a constant gain
a H H = 1 p S V2 C (2)

a a 2 o z a
where 6 , S, Vo are reference values for the air density, the lifting surface and the
flying speed. C is the aircraft stability derivative with respect to the angle of
attack. C

If transient forces are considered, the transfer operator between 6a and 6Rz  is no
longer constant. Assuming linear phenomena, let h,(t) be the impulse response Uof this
transfer operator, the response 6R za(t) due to an arbitrary input 6a(t) , with
da(t) = 0 for all t <0 , can then be expressed as,

R8 Z(t) = 0 h a(t-u) 6a(u) du (3)

Integrating (3) by parts leads to

wee(t) =o f (t-u) d-[6a(u)] du (4)

where, 
a 0a u

ga(v) = fJV h (u) du
a0 a

Similar expressions can be written for the variationnal terms due to 6q and 6T

Assuming a discontinuity at starting time and first order transients, ha(t) and g4 (t)
have the following form. (These are the classical hypotheses made by Hirsch (ref.10,l1))

h at) a e
-b t

b -bt%(t) (1-e-) + c
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where the constant terms a, b and c are bound through the steady-state relationship

lim g (t) + c =H p S V C
a a2 o z

then, 6Rz baeb(t-u)d

S t) : 1 p S V 2Cz f (1- b/a e [6a(U)] du
z 2 o 0 F a _

which is of the form,

6R (t) - pS V 2 C Jot [1- e P (t- u)]  d[a(u)] du (5)

Expression (5) was derived from whirl flow considerations and used to simulate unsteady
terms in longitudinal motion (ref. 12,13).

It is not necessary to assume transients to be of the first order. The only hypothesis
we shall make is linearity and thus equation (4) can also be written as

-t d
6R5 Ct o ,() 6 a [S(t-u)]I d udu

defining

f (u ) I 2)
a pSV 2 C

a

and using 6a(o) = 0 , we have

6Rz (t) p S V0
2 C ( 60(t) + f (u) u [6a(t-u)] dul (6)za 2 o a1 a d

Comparing (6) and (2) shows that an expression for the lift force, including transients,
can be obtained from the steady-state lift expression by changing
6a(t) into Wa~t) + f a 6& , where f a 6& summarizes the convolution integral
in (6). Similarly for the variational terms due to 6q and 6T , expressiorsincluding
transients can be derived from steady-state expressions by the following operations

6q(t) * 6q(t) + fq@ 6q

6 -(t) 6r(t) + f® 6

This approach allows one to obtain a model for both, steady-state and transient forces,
directly from the usual state equations derived from classical flight mechanics.
For uncoupled longitudinal motion, these classical equations can be represented by
(ref. 14,15):

X AX +"B E (8)

where X is the state vector (XT = IV a R q] ) , E is the input vector (in our case
ET = [t-am] , m being the mass variation). The matrices A and B depend on the
aircraft stability and control derivative coefficients.

Using operations (7), a complete model including unsteady aerodynamic terms, can then be
written as (ref. 15)

X = A X + B E+1 + R t (9)

where R and Rt are residual vectors due respectively to wing and tail lift unsteady
effects.w

Assuming that variations due to 6a , 6q and 6T have the same transient dynamics, the
functions in the convolution integrals (6) and like are such that

f f - if f

a q kT

and we can write

-w AI (f ®j) + BI (k f ®) (10)

where A1 and B1 are appropriate constant matrices (cf appendix).
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A similar expression can be derived for tail unsteady residuals

f t 1 A (f t 1 ) g (k t f t ® )(

3 IDENTIFICATION METHODOLOGY

The characterization developed in section 2 reduces the unsteady terms identifica-
tion to the determination of the functions f , ft and the constants k , k in (10)
and (11) , using data on X and E . This type of identification problem involving a
model with both state equations and convolution integrals is new and difficult to solve
in general because

- the residual terms in (9) have a much smaller magnitude than the other terms.

- the data obtained from measurements contain information on several phenomena such
as classical flight mechanics, unsteady effects, aircraft vibrations and noises from
several origins (wind disturbances, measurements).

The first difficulty can be reduced by choosing adequate test signals sensitizing
transient terms. The second difficulty can be solved by adequate data filtering in order
to reduce, or eliminate, information on non-desired phenomena. However, this is possible
only in the case of a clear frequency separation of the phenomena.

Based on these considerations, the procedure developed to identify unsteady terms
includes the following steps :

1. Identification of the aircraft classical flight mechanics parameters
(i.e., coefficients of matrices A and B), using low-pass filtered data.

2. Identification of the tail classical flight mechanics parameters from measured
tail forces, also using low-pass filtered data.

3. Evaluation of the tail unsteady residual terms Rt by substracting tail steady-
state forces, calculated after identification iF 2, from measured non-filtered
tail forces.

4. Evaluation of the wing unsteady residual terms Ew from (9) using non-filtered
data.

5. Identification of the wing unsteady terms using model (10) where Rw , X , E

Al and BI are known. Data are not filtered.

6. Identification of the tail unsteady terms using model (11).

These steps will be explained in details, and results will be given, in the next section
concerning the case of a reduced scale plane.

4 IDENTIFICATION

4.1 Data collection

Data were obtained from reduced scale plane launches. The tests were conducted
at the Fluid Mechanics Institute of Lille (IMFL), France, which has developed facilities
and a new methodology for experimental studies from reduced scale planes (ref. 16).

Test runs consisted of non-powered flights with perturbed flight conditions. The inputs
used were

- changes of the reduced scale plane mass and center of gravity position with

respect to a reference flight.

- quick flap deflection during flights.

The measured quantities were :

- the normal acceleration of the center of gravity.

- the longitudinal accelerations of two distinct points of the reduced scale
plane.

- the tail normal force.

- the flap deflection.

The values of the state variables (V, a, 0, q) and their rate of change were obtained
from the acceleration measurements (ref. 15).
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4.2 Identification of classical flight mechanics parameters

This identification consists in finding values for the unknown coefficients of
the matrices A and B of model (8), using state and input data. Three steps were used
(ref. 14) :

1. Estimation of the parameter values using a last square method.

2. Improvement of the estimates by minimizing a sum of squares, differences
between the computed state variables (X c) and the available data properly
low-pass filtered,

K T
FMP) = -I[X(tk,) -X(tk)A W [Xc(t (12)

k:l -c k'E) Xtk)(

where P is the vector of unknown parameters, tk are sampled times,
W is a-weighting matrix and K is the number of data points used.

A Newton-Raphson method (ref. 17) was used to minimize (12).

3. Estimation of bounds on the values found.

Calculated state variables, after identification, and the data used are shown
in figure 2. Knowing matrices A and B of (8), one can compute the reduced scale plane
stability and control derivatives. The values obtained are given in table 1, together
with upper and lower bounds.

4.3 Identification of tail classical flight mechanics parameters

The tail normal force can be written as

F F I + FAe

were F is the normal acceleration force due to pitch motion and FA  is the tail
aerodynimic force. In steady-state , these forces can be expressed as Aref. 15)

F , = mt (z + L e) (13)

FA p St V 2 (Ct + Ct 6c + Ct  6-)Ae zt 0 C z z T

were m is the tail mass, L is the distance between the plane center of gravity and
the tail center of gravity, 2 is the plane normal acceleration and 8 is the pitch
angle acceleration. and V are reference quantities and , CtC are
coefficients to be identified. o t

Coefficient values were found by using a least square method and low-pass filtered data
on F, z, 6, 6a and 6c . Figure 3 shows the calculated t;.il aerodynamic force after
identification and the data used. The coefficient values found are given in table 2
together with upper lower bounds.

Using the parameters obtained through identification the tail steady-state lift can be
computed with arbitrary non-filtered 6a and 6r . Then, subtractir.g this steady-state
lift from the total measured tail lift, we obtain a good estimate of the tail transient
forces and thus of the tail residual vector Rt in (9).

4.4 Identification of wing unsteady terms

Following previous identifications (4.2., 4.3), matrices A, B and vector Rt
in (9) can be computed. Then, using data on X, X and E, the wing residual vector
in (9) can be calculated as well as the matrices- A1 and BI in (10) (cf. Appendix).

In the investigated case, only transient states of Sa and 6
T had a significant value.

Consequently, only the second and the fourth equations of model (10) were considered.
These equations can be developed as

Rw f Ca 1 1
* ,22 60+ 24 6jq b 21 6r)a (14)

f@ q 42 6& + a4 4 6j + k b 41 6 )
1 1where the operator 0 stands for a convolution integral and a.. , bij are coefficients

of the matrices A1 and B1 . ij

Putting relations (14) into a more compact form leads to

S1  = f@ (eI + k e2)
1® 1 (15)S2 = f(& (el + k e2)

2I I2IIi



Since data are available at sampled times tn , a discrete version of (15) is used
N 12

Si(tn) Z hi [e1 (tn-i) + k e(tn-i)]
i:1 (16)
N 12

S2(tn) E ki [e2(tn-i) + k e2 (t_.)

were the parameters hi are related to the sampled values of function f through the
sampling period T

hi  = T f(iT)

Now, the identification probleT consists in finding values for hi, i 1, N, and k,
knowing data points on Si , e , 1 : 1, 2, j 1,2

4.4.1 Identification algorithm

First a value for k is fixed, then knowing

S (n) S.(t n )

and

U.(n-i) = el(t .) + k e?(t i) j 1,2 ; n 1,. ..,N
J n-i j n-i

the estimateof hi are updated at each step according to,

SM.(n) - S.(n)h.(n+1) =h.(n) - a U.Cn-i) (17)
i i +N 2 JV + Z [U(n-i)]

i=1 a
i 1,...,N ; j 1,2

where, hi(n) is the estimate of hi after the use of n data points

SM.(n) is the calculatedvalue of S.(t ), using (16) with h. hi(n)a a n i
X and v are coefficients chosen according to data quality to keep a smooth

identification. If X and v are well chosen, algorithm (17) converges and is not
sensitive to reasonable data noise (ref. 18, 19).

The value of k is periodically updated by minimizing a functional of square differences
between data on S.(n) and the corresponding values calculated using (16) with hi fixed.

4.4.2 Results

The sampling time and the number of parameters were respectively
T = 0.00256 sec. and N = 40

1 2Due to the particular test inputs used, the2quantities e- and e- , j 1,2, in (15)
did not have the same order of magnitude; ej, which is reiated t9 the flap deflection
rate of change, was larger (e2  20 e and e4 60 1). Consequently the terms f e.
were not sensitized in the ideltificatlon and oly theproduct kf was identified. a
That is, we were able to obtain unsteady terms related to the flap motion, but not those
related to the plane motion.

The results obtained are summarized in figures 4 and 5 showing respectively

- plots of unsteady wing lift and pitch moment residuals evaluated from the
data and calculated from (16), after identification.

- transient step responses (i.e. function f in (6) obtained from identi-
fication and from theory, together with upper and lower bounds.

The so-called theoretical value for function f has been computed from whirl flow
considerations using characterization (5). The value found gor ccfficients X, and UT
related to the flap motion were XT = 0.75 and P, = 0.55 or
(Vo and 1 being a reference speed and a reference chord). T

The following comments can be made :

1. The results, shown here for a particular run, have been confirmed with
two other runs.

2. The data noise in figure 4 is due to fuselage vibrations (frequency* 80MW.
Compared to the signal of interest, this noise is important and identifi-
cation was possible by improving algorithm performances with non-stationary
matched filtering based upon projection procedures (ref. 20).
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3. The important confidence interval found for function f is due to the
high data noise level and the rough hypothesis made to estimate these
intervals. The closeness of the identification results for several runs
seems to indicate that these intervals are exagerated upper limits on
uncertainty.

4. The jump amplitude at t = 0 in figure 5 can be calculated from the value
of parameter hi in (16). The amplitude found was 53 % of the steady-state
value, with bounds at 33 % and 70 %. The large bounds are due to the
important uncertainty on h (ef 3 above). These results seem to imply
that the theoretical value ;f 25 % (i.e., 1 -x,) for the jump amplitude is
too small.

5. Figure 5 shows a good match between identification and theoretical results.
This shows the feasibility of unsteady effects identification from flight
data and validates the theoretical characterization. It als confirms the
value of 0.5i5 V for u, which was found different (0.35 Vo) in computa-

1
tions based on Lind tunnel measurements on bi-dimensional periodic tests
(ref. 21).

4.5 Identification of tail unsteady terms

The caracterization of section 2 leads to a model similar to (16) (with only
one equation) for the tail unsteady residuals. The identification algorithm was the same
as that used in 4.4.1 and the results obtained are summarized in figures 6 and 7 showing
respectively :

- plots of unsteady tail lifts evaluated from the data and calculated from the
model, after identification.

- tail lift transient step responses obtained from identification and from
theory, together with upper and lower bounds.

The following comments can be made I
1. Only unsteady terms due to flap motion have been obtained.

2. The theoretical transient response was obtained with a characterization
similar to (5) with a pure delay in the convolution integral to account
for the air flow trvelling time between wing and tail. Theoretical values
were : delay = 1.7 where D is an average distance between the flap

trailing edge and the tail aerodynamic center, and Vo is the air flow speed.

×X =1 (i.e., no jump)

t V0

3. Identification results seem to indicate (figure 7) an initial jump of about
17 % of the steady-state value and a shorter transient duration than
theoretical results.

5 CONCLUSION

A methodology to determine transient aerodynamic forces through modeling and identi-
fication has been developed and used in the case of uncoupled longitudinal motions of a
reduced scale plane.

The problem investigated is difficult because unsteady aerodynamic effects have a short
duration and the test data contain information about other phenomena. The proposed
method is based upon linearity and frequency separation of the phenomena and includes a
number of specific steps.

The model characterization, including state equations and convolution integrals, makes
straight forward the passage from the classical steady-state representation to a complete
representation including transient states. This characterization does not rely on assump-
tions about transients order and it is very well adapted to the numerical identification
algorithm used.

The results obtained concerning unsteady effects related to flap motions are very satis-
factory and establish the feasibility of the identification from flight data and the
validity of existing theoretical characterizations of unsteady effects. Identification
confirms the theoretical values for wing lift transient duration and tail lift delay,
but it indicates a higher wing lift jump and a smaller tail transient duration than
theory.

Unsteady lift terms related to the aircraft motion could have been obtained by using the
same method with adequately sensitized data (for instance data obtained from non-powered
flights crossing a known wind gust).
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Figure 1I Bloc-diagram representation between
lift and angle of attack variations

27 rn/s

26.6 rn/s

and calculated

0

data and calculated

10

data and calculated
50/ /

0

Figure 2 -Comparison of data and calculated
state variables



23-10

FAe

f calculated

t

data

-5 N

Figure 3 - Comparison of data and calculated tail
aerodynamic force

data calculated

5N

0 
w i n g l i f t . s

0.1S.

t

0

3 Nm pitch moment

Figure 4 - Comparison of data and calculated unsteady
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Figure 7 -Comparison of theorutical and calculated
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APPENDIX

EXPRESSIONS OF THE RESIDUAL VECTORS IN MODEL (9)

The residual vector due to wing lift unsteady terms is given by (10) where fCD
stands for a convolution integral between the function. f and each component of the
vector X . Thus the i-th component of vector fC X according to (6) has the
following forms

$t f(u) -U [xi(t-n)] du
t0 du

If the transient terms in V and e are not considered (e.g. not sensitized in the
identification), matrices A1 and B1  have the following form (ref. 14)

0 0 0 0 0 0

0 al2 0 a2l bi 0

A1 22 24 B1  
1

0 a 0 0 0 0

a42 0 4a4 b24 0

with,
ao cw 1 p S V 0cW
a22 = - m z a24 -m- q

pS V 1 p S V 2

1 0 w a1 0 w
42 2 C m 44 2 1 ma q

ow b pS 1 V 2

2 = 2m z b4 1  21 C m

where m is the aircraft mass, 1 a reference chord, I the longitudinal moment of
inertia. Cw and Cw are wing stability and control derivatives. p, S,V o are refe-

zi  mi
0

rence values defined in section 1.

Concerning_the residual vector due to tail lift unsteady terms given by (11), the
matrices A1 and 1 are

0 0 0 0 0 0

0 a24 0 0 TL 0-

Al 0 0 0 0 0

0 0 0 0 0 0

with,

-1 P Sto b -I P St Vo Ct
a24 2 m 21 2 m o zT

where superscript t and subscript t refer to tail quantities.



Coefficient avalue I Bounds

C 344 2.95 ; 3.7

Cz 0.87 0.78 0.98

CM0.85 -1.0 ; -0.8
a -- - - - - - - - - - - - - - -

C a -0.12 * -0.29 ; -0.1
-- -- - -- - - - --- - - -----------------........ ........

Cm a -0.26 a -0.27 ; -0.25

Table 1 - Reduced scale plane aerodynamic
coefficients obtained by identification

Valu

Coefficient Vle I Bounds

Ct-0.03 :-0.05 ; -0.02

Ct1.c9 1.67 ; 2.5

a

Ct-0.54 a -0.63 ; -0.147

Table 2 -Tail aerodynamic coefficients
obtained by identification
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EFFECT OF FLOW SEPARATION VORTICES ON AIRCRAFT UNSTEADY AERODYNAMICS*
by

L. E. Ericsson, Consulting Engineer and J. P. Reding, Research Specialist
Lockheed Missiles & Space Company, Inc.
Sunnyvale, California, 94088, U.S.A.

SUMMARY

A study of the unsteady aerodynamic flow field over the space shuttle orbiter has recently been
completed (Ref. 1). The results are smmarized in the present paper. The study showed that at moderate
to high angles of attack separation-induced vortices exact a dominating influence on the unsteady aero-
dynamics of the space shuttle orbiter and of high performance aircraft. The distinguishing characteristics
are as follows:

1) The vortex-induced aerodynamic loads are large and highly nonlinear, sometimes discontinuous in

character.

2) The vortex-induced loads have opposite effects on static and dynamic stability characteristics.

Analytic approximations are presented which can predict theme vortex-induced aerodynamic effects
with the accuracy needed for most engineering design.

NOMNCLATURE

A aspect ratio, A = b 2/s

b wing span
'F reference length kean aerodynamic chord; for a delta wing "E 2 c o/3)

c 0slender wing root chord

KMA, KMV Mach number parameters, Eqs. (1) and (4)

KpKV potential flow and vortex lift factors
2L lift: coefficient CL = L/(PU2/2)S

M Mach number

pitching moment: coefficient C = H /( U/2)SP Is 'p P

N normal force: coefficient N=m N p(a U2

q pitch rate

Re Reynolds number (based on root chord and free stream conditions)

S reference area (- projected wing area)

s local semi-span

t time

T period of oscillation

U horizontal velocity

U convection velocity

x axial body-fixed coordinate

1angle of attack

ao trim angle of attack

generalized angle of attack, Eq. (8)

N-parameter, =

Aincrement

dimensionless y-coordinate, 1 - y/s

o angular perturbation in pitch

o apex half angle
LE9TE trailing edge sweep angle

dimensionless x-coordinate, =/c o

P air densicy

* phase angle, * = wt

W, a pitching frequency, = VU.

Subscripts

A apex

a attached flow

*The paper is based on results obtained in studies made for Mr. J. C. Young, NASA JSC, and Mr. W. W.
Clever, NASA MSFC, under Contrasts WAS 9-11445, NA 8-28130, and NAS 8-30652.

' .... ... .... ... ..... ......... [.... . ] .. .1. .- j.. l I ... .III.. ..... .. . .. ..
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CG center of gravity

crit critical

D discontinuity

3W equivalent wing

eff. effective

LE leading edge

SW slender wing

a separated flow

TE trailing edge

V vortex

2D two-dimensional flow

W freestream conditions

Superscripts

(-) barred quantities denote integrated mean values

Derivative Symbols
4- be/bt

C4 .Ca + cu& .ic=/ (ce/U.)

CS9 and C are mean coefficients for nonlinear characteristics. qs. (13)-(17).

I. INTROWID ION

The increased operational range of high performance aircraft and tactical missiles as well as the
unique operational requirements of the space shuttle have created new demands on our understanding of the
high angle of attack characteristics of lifting surfaces. This is especially true in regard to the un-
steady aerodynamics. In the case of low aspect ratio wings with highly swept leading edges separated flow
exhibits itself in form of leading edge vortices which affect the aerodynamics throughout the angle of
attack range and can have a decisive influence on dynamic stability characteristics already at low angles
of attack.

The space shuttle orbiter is a configuration of special current interest which exhibits a multitude
of separation-induced vortices (see Figs. la and lb). Orbiter dynamic data (Ref. 1) shows the opposite
r-trends in dynamic and static stability derivatives indicative of the flow field time lag effects typical
of separation-induced loads (Ref. 2) (Fig. 2). The steps leading to the development of analytic means
whereby the highly nonlinear characteristics in Fig. 2 can be predicted are described in what follows.

2. ANALYSIS

The static aerodynamic loads induced by the leading edge vortices on sharp-edged slender delta wing@
are determined by a simple analytic method based upon Polhamus' leading edge suction analogy (Ref. 3),
modified to agree with the experimentally observed longitudinal distribution of the vortex-induced lift
(Refs. 4 and 5). The vortex-induced unsteady aerodynamic characteristics are obtained equally simply
using an analytic method suggested by the systematic investigations performed by Lambourne et al (Refs.
6 thru 8). For the more complicated configuration of the space shuttle orbiter experimental static charac-
teristics are used to define an equivalent slender wing and its separation-induced loads.

2.1 Static Aerodynamics

Kand K1, are constants determining the magnitudes of attached flow and vortex lift coments, respac-
tively 'Mefs. , 9, 10 and 11). In Jones' slender wing theory (Ref. 12) 0[p) - TT A/2. According to Ref.
13 Jones did himself derive a correction for the effect of finite aspect ratio, which in the case of com-
preseible flow can be written

Kp KMSI (9p)s S__
Klu- 2/[1 + A W/4 + --¢1+ (A '/,4)23 (

Applying Eq. (I) also for supersonic Mach numbers gives slightly lower lift than the inviscid value
derived in Ref. 14. At the limit A W/4 - 1, when the leading edge ceases to be subsonic, the difference is
8%. As it does not seem unreasonable that such a decrease fro the two-dimenaional inviscid value could
be caused by viscous edge conditions, Eq. (1) will be used for both subsonic and supersonic Mach numbers.
Thus, in the Mach nmber range for subsonic leading edge conditions. 0 ! N . 9 VFT-"T -2, the formula-
tion for the attached flow aerodynamics is as follows (Ref. 9).
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(Ca)SW - (TT A/2)sin a cos ot

Ca = (cotr)CN (Ta - CG) (2)
K.- 2/ [1 + A F/4 + 4+( /)2

0.667 1 I H,, V 1 + (A/4)- 2

Polhamus' expression for the vortex lift at supersonic speeds (Ref. 3) can be written

KV = T [I + (A/4)2  1/2 j [1 - (A F/4) 2 1 / 2  
(3)

Thus, the vortex-induced aerodynamics can be approximated as follows (Refs. 9 thru 11)

CNw - CSWMV

(CNV)sw - IT I +(A/4)2] 1/ 2 sin 2 (or - )

CmV - (co/r)C NV  [0.3 f"a  - CG)  
+ 0.7 (V - CG)] (

v 1 K (A I) !r W H, + (A/4) 2

-0.587 j(l " 0.046 I) [1 - (A F/4)2: 0 !g M. < I
9V . 0 58 -+(A/4)-2

= 0.56 + 0.36/ [1.75 + (a/eLE)]

The vortex-induced loads generated at non-zero angle of attack are determined by Eq. (4) and are
superimposed on the attached flow loads defined by the modified slender wing theory, Eq. (2). The total
aerodynamic loads of an A = 1.15 delta wing determined in this manner agree well with experimental results
(Refs. 5,15) (Fig. 3). The figure shows how the vortex-induced loads decrease continually with increasing
Mach number. The present modification of Polhamus' theory (Ref. 3) affects mainly the moment prediction,
which is improved substantially judging by available experimental results (Refs. 5, 16, 17) (Fig. 4). In
Ref. 10 a simple method was derived to account for moderately swept (forward or back) trailing edges.
Two equivalent delta wings were defined, one for attached flow loads and another for the vortex-induced
loading. These equivalent delta wing characteristics were referenced ("back") to the true wing geometry
by multiplication through the following ratios.#

CN 1 - tan 0LE tan 0TE

(CN)EW (I - ' tan 0LE tan 8 TE)

__ 0
o  

-(1 - tan 9LE tan %TE) (5)

(oEW-
'a = 4/37 =- 0.56 + 0.36/ [1.75 + (a/O L)

Combining Eqs. (2), (4), and (5) gives the results shown in Fig. 5, indicating that the simple Eq.
(5) suffices even when the trailing edge sweep angles are of significant magnitudes.

2.2 Unsteady Aerodynamics

The unsteady aerodynamic characteristics for a delta wing in incompressible flow were derived in
Ref. 9. In the present notation the attached flow derivatives are

C .O . - (c 0 i .c o 2 a 0

C,4a - (co/-)2 Cuea cos C1l r(Cff/c' - cc 12

Cie. - (TY A/2) ro (6)

ef f/co (Rib (2 - cos'2&o)0 1/2

and the vortex-induced contributions are

CM . .. (Co0,) %, [0.3.(T - ) + 0.7(v- -

ca; 8 - - (C 0/c) %eGv 10. 3 sec ar [(c ff/c.) Q c]2(7

+ 0.7 ( U*. ) TC(T V - CC 2 1

C m aT K in 2 o -. ) [1 + (A/4)]

#For the present the incompressible spanwise load center is used for all Mach nmbers.
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The incompressible stability derivatives at a - 0 determined by use of Eq$. (2) and (6) are compared
with experimental results (Refs. 18 thru 20) in Fig? 6.# The simplified present formulation does give
a fairly good account of the effect of aspect ratio. Noticing that both C e and C A as measured in the
dynamic test of the A - 1.458 wing are 25% below the prediction, whereas tle staticteat gave a stability
derivative C m that agrees with the prediction, it is hard to judge how good the present prediction of the
aspect ratiomeffect is. That the prediction is good for low aspect ratios is confirmed by the results
shown in Fig. 7 for an A = 0.75 Gothic wing. The present prediction of the effect of oscillation center
on C * agrees with experimental results (Refs. 23, 24) as well as with the computations from lifting
surfce theory (Ref. 25). Fig. 8 shows that the prediction of Mach number effects for an A - 1.45 delta
wing agree well with experimental data (Ref. 26) for the subsonic speed range, and also agrees well with
other theories (Refs. 27 thru 29) in the supersonic speed range. The poor agreement between experiment and
theory at supersonic speeds could be due to shockwave-boundary layer interaction at the trailing edge of
the half model, as is suggested in Ref. 26. A similar and probably stronger shock-boundary layer inter-

action might explain the sharp drop-off of the damping when the sonic speed is exceeded. According to
the results in Ref. 30, the aspect ratio is too low for the wing to realize any of the degraded damping at
low supersonic speeds caused by inviscid &-effects. In Fig. 9 comparison is made with wind tunnel test
data on a sting-mounted A - 2 delta wing. Although the aspect ratio is rather high, the present predic-
tions agree well with experimental data (Refs. 30, 31) and available theory (Ref. 30). It can be seen
that the transonic behavior of the experimental data is not as violent as for the half-model data in Fig. 8.

However, even wing-mounted models can experience data distortion due to support interference (Ref. 32),
especially if boundary layer transition is occurring on or near the sting-model junoture (Ref. 33). The
subsonic test data (Ref. 31) in Fig. 9 were obtained using a very large diameter sting and support inter-
ference is a distinct possibility. At supersonic speeds support interference is less of a problem. All
in all the experimental data in Fig. 9 probably provides a good representation of the correct Mach number
trend. In Fig. 10 free-flight data (Ref. 34) for an A - 0.865 Gothic wing are shown to compare well with
present predictions. There is also good agreement between present theory and other available supersonic
(Refs. 35,36) and subsonic (Ref. 37) theories.

The main purpose of the present analysis is to provide simple analytic means for computation of the
contribution to the dynamic stability derivatives from the leading edge vortices that are generated at non-
zero angles of attack. Combining Eqs. (2), (4), (6), and (7) the results shown in Fig. 11 were obtained.
It can be seen that the experimentally observed large vortex-induced loads, with opposite effects on static
and dynamic stability (Ref. 18), are well predicted (Fig. Ila). Considering the delay in leading edge
separation caused by leading edge roundness, determined by using two-dimensional airfoil stall data in the
cross-flow plane normal to the leading edge (Ref. 10), gives the results shown in Fig. lib, which are also
in good agreement with experiments (Ref. 38). At high angles of attack the leading edge vortex breaks down
causing a reversal of the vortex-induced effects on the stability derivatives for increasing angle of attack
(Ref. 19) (Fig. 12). Over the wing area where vortex breakdown occurs not only is the vortex-induced suc-
tion loading lost but also the attached flow suction is in large part eliminated. That is, at vortex
breakdown the vortex-induced loads, to be super-imposed on the attached flow loads, are reversed. In addi-
tion vortex burst introduces significant buffeting loads (Ref. 39).

2.3 Orbiter Dynamics

When trying to extend the analytic methods developed for the delta wing to apply to the space shuttle
orbiter, one encounters several complications. First, the space shuttle has a double-delta wing planform
(Fig. 13a). The inner delta wing or strake induces a substantial loading on the main wing (Ref. 40) (Fig.
13b). In addition to the complication introduced by the strake there is a considerable influence by the
orbiter fuselage. The absence of any wing-body fairing causes flow separation to occur in the wing-fuselage
juncture, starting just forward of the OMS pods at a = 0. This "axial corner flow" separation grows with
increasing angle of attack as crosaflow-induced collection of forebody boundary layer "spills" over the
strake into the wing-body juncture (Refs. 41, 42). The addition of low energy boundary layer to the corner
flow region causes the flow separation to grow, occurring closer to, and finally at the strake apex. The
separation is vented by a vortex which generates lift on the aft main wing. This vortex is similar to the
free body vortices generated on slender bodies of revolution (Ref. 43). Thus, the crosaflow over the fore-
body and strake determines the vortex-induced lift on the aft main wing. At high angles of attack the
corner vortex interacts with the main wing vortex to form one large size vortex, which is swept outboard to
the outer wing panel where, when some critical angle of attack is exceeded, it starts to burst over the
wing initiating the loss of lift associated with three-dimensional slender wing stall.

The unsteady aerodynamic characteristics of the orbiter are computed in the following manner. An
equivalent slender wing is defined for computation of the attached flow unsteady aerodynamics, similarly
to what was done in the delta wing analysis (Ref. 10). The trailing edge of the equivalent wing is located
such that the computed slender wing force derivative Cm0l at c - 0 agrees with CQ measured in static tests.
That determines c /c in Eq. (6) and is used to obtain the attached flow dampinig derivative C *. The
corresponding stalff sability derivative C is computed from Eqs. (2) and (6) as C (n) = C" (0)
cos ,where C 9 (0) is C _ at c - 0 measurec in the static test. The vortex-induced modo arem efined
as the difference at angle of attack between the actually measured static characteristics (Ref. 4) and the
computed attached flow characteristics.

In this manner the flow complications caused by the fuselage are accounted for in regard to the magni-
tude of the vortex-ind~ced loads. In order to obtain the unsteady aerodynamics one has to determine the
phasing of these vortex-induced loads. The situation is different from that for the pure delta wing
analysis. For the strake vortex and its induced loads on the strake of a pure double-delta wing (Fig. 13b),
the delta wing analysis would apply. However, for the vortex-induced loads on the main orbiter wing

#The ordinate scale reflects the fact that " - c /2 was used in Refs. 18-20. In order to avoid confusion
the definition in the Nomenclature will be followed strictly, and when the data taken rram another data
source defines the derivatives in a different manner, this fact will be reflected as shown in Fig. 6,
following the example set by Schneider in his current review of the state of the art in this field (Refs.
21,22).
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(Fig. 13a), the delta-ving analysis does not apply. The vortex is a free vortex, lik a forebody vortex
(Refs. 41-43) rr a part-span vortex (Ref. 45). Its strength is determined by the feeding fro, the strake,
and the change of vortex strength is convected downstream with free stream speed, U - U.. Furthernre, the
fuselage cannot be treated as a reflection plane. The corner flow vortex is fed by forebody crosaflow.
It appears reasonable that the combined croseflow effects can be represented in lumped form by the cross-
flow at strake apex (Refs. 41,42). That is, the vortex-induced force C at a station x - x downstream
of strake apex is a function of the angle of attack at strake apex a tig increment At earli~r, where
At = (x - xA)/U.. For rigid body oscillations around xCG the generalized angle of attack at strake apex
(xA) is (8)*A " %o + o + Nx - xC01G/u- g
With 0 being the infinitesimal amplitude perturbation in pitch around a at a low reduced frequency, one

can represent 'A (t - At) by the first order terms in a Taylor expansion.

CA (t - at)- % + O - 6;t + (xA - xC) 6 /U (9)

The vortex-induced load at x at time t is

CNw(t) - cV%) + CN1O(ar 3A (t - (x - xA J/U-) (10)

Combining Eqa. (9) and (10) gives

CwV(t) - CV(o) + CN.V(%)[e + (2 xA - x - xC) ;/U. (11)

For the vortex-induced total load centered at EV sq. (11) gives

CVy(t) - v(1o + Nve + %Nv y.

(12)
CKOV - CN@V (Uo)

CNbv - CNev ( 2 xA - V - x- )/

Thus, with COV = - CNVx V - xCG)/r, the moment derivatives become

C. V -- %evXv - xCG/
(13)

v " C v6 ~ + XcG " 2 xA)/C(

As in the case of the pure delta wing (Fig. 11) the vortex-induced loads affect static and dynamic stabil-
ity in opposite ways. This vortex contribution is added to the attached flow derivatives for angles of
attack a > r4 where the strake-fuselage vortex occurs. Thus, the total derivatives are

Cue" c + Cav -1%" '

C.; •i C < &V
i ., + Civ a > a (14.)C02 - V

Cue&' - Cipv Cy,(x xCG)C.G -~ Ci O YX -Xd- V(4

C.je- -C9 oVr + x - 2 x)

In Fig. 14 the predicted stability derivatives obtained through Eq. (14) are compared with subsonic
dynamic experimental results (Ref. 46). The agreement is gratifying. At high angles of attack, a > 12',
the combined strake-body vortex starts to burst at the trailing edge. As the burst location moves forward
with increasing angles of attack the lift loss increases resulting in a loss of static stability. Because
of the time lag the effect on the dynamic stability is the opposite, Eq. (13), and the damping is increased.
The siatic data (Ref. 44) used for the dynamic prediction were obtained with a different OMS-pod configura-
tion.' Inspection of Fig. 14, keeping the above time lag effect in mind, reveals tha if the correct
static data had been available (they would have coincided with the dynamic Cm,-data) improved agreement
would result between predicte, and measured damping characteristics at high angles of attack.

At transonic speed a shock emanates from the corner separation and extends outboard over the wing
O(efs. 41,42). At some criticel angle of attack the wing-body corner separation jumps discontinuously to
the strake apex in response to the increase of the crosaflow at strake apex above the critical value. This
in turn causes the shock to jump forward close to the leading edge of the main wing resulting in a sudden,
discontinuous change in the wing loading. Thus, the crosf low at the strake apex determines the separation-
induced discontinuous load change and its effects on the vehicle dynamics. However, because of the dis-
continuous variation of the aerodynanic forces the derivative concept, Eq. (14), has to be abandoned. An
equivalent effective derivative that varies with the amplitude can be defined which agrees with the deriva-
tive-representation in dynamic experiments (Refs. 47,48). With ACm being the discontinuous moment jump

#The pod containing the Orbital Maneuver System is very bulbous, (it can be seen in Fig. 13a, located at
the root of the orbiter fin) and has a significant effect on the orbiter aerodynamics.

"Note that ; 2 << 1.



24-6

which occurs when a exceeds one obtains the following effective aerodynamic spring coefficient for
pitch oscillations around ,o&f amplitude Ae.

eAe (-5

CEO- 2 e - C +de ma. -- e (15)

provided that o f- e yo + Ae. Likewise, the equivalent damping derivative is obtained by integrating
the work over one cycle.

0o+ 2TT

I C (0) cos (16)

where # - wt and WT = 2T wir., m and T being the frequency and period of the pitch oscillation. Integration
gives 2AC m  3 V + xCG - 2 xA

Cmb " Cme " 7 (17)

As the static data (Ref. 44) did not have the resolution needed to determine ACm, it was determined from
the dynamic measurements of C,_ using Eq. (15). The ACm -value obtained in this manner* was used in Eq.
(17) to determine the corresponding damping spike. For the rest of the angle of attack range & < a

Ae and on > % + Ae, Eq. (14) applies. In Fig. 15 the computed results for M4, - 0.9 are compareS wit
the Langey damping measurements (Ref. 11). The agreement is as good as for the lower Mach number in Fig.
14, and would have been even better if the correct static data had been available. This conclusion is
based upon the same observation that was applied earlier to the results in Fig. 14.

In the sonic and low supersonic portion of the transonic speed range the flow separation becomes
very sensitive to the OMS-pod configuration (Refs. 41, 42, 49, 50) (Fig. 16), and the error incurred by
using the incorrect static data becomes more severe than at the lower Mach numbers. However, even with
access to the correct static data it may not be possible to predict the dynamic characteristics using
the present approach. The results in Fig. 16 indicatethat separation induced unsteady loads at M. - 0.98
and M. - 1.2 have a more complicated character than what is represented by the present formulation, which
is based upon the assumption that the crosaflow at strake apex controls the separation-induced loads.
Further work is needed to pinpoint the reason for the loss of dynamic stability at transonic speeds, for8' < a < 140 at MH. = 0.98 and for 8G < a < 12° at M. = 1.2 (Fig. 16). When one considers how difficult

it is to extrapolate from transonic subscale dynamic test data to full scale (Refs. 51, 52) the dynamic
characteristics shown in Fig. 16 give cause for concern.

3. CONCLUSIONS

The presented analysis shows how the classical slender wing theory can be extended to provide the
analytic .,ans needed for computation of the unsteady aerodynamics of present high performance vehicles
operating at high angles of attack. The results are as follows:

o The effect of Mach number for a subsonic leading edge is accounted for by a simple modifiL Lion
of Jones' slender wing theor- for the attached flow loads and by an extension of Polhamus' theory
for the vortex-induced loads.

o The effect of moderate trailing edge sweep (forward or back) is accounted for by the use of two
equivalent delta wings, one for the attached flow loads and another for the vortex-induced loads.

" Static and dynamic longitudinal aerodynamic characteristics determined by the presented closed form
solutions are in good agreement with experimental data in the complete Mach number range 0 ! M. ' 2.8.

o In the ct-M. regions where other theoretical methods exist they give results that are in good agree-

ment with present predictions.

o The slender wing analysis is extended as follows to the orbiter wing with its double-delta planform.

The attached flow loads are given by an equivalent slender wing that gives the C and q. at cy - 0
which was meadured in static tests.

The vortex-induced loads are defined as the difference at a > 0 between the measured total static
loads and the computed attached flow loads. The crossflow effects on the unsteady vortex-induced
loads are represented in lumped form by the crossflow at the strake apex.

o The unsteady aerodynamic characteristics of the orbiter computed in this manner are in good agree-
ment with dynamic experimental results in the Mach number range 0.3 < Mw < 0.9. At transonic speeds,
however, the experimentally observed dynamic instability could not be predicted. Thus, further work
is needed in the critical Mach number range 0.9 < M < 1.4.
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SUMMARY

Using an extension of a previously developed linearized incompressible potential-
flow theory, the lift, pitching moment, and spoiler hinge moment for a thin airfoil
section with an upper-surface spoiler oscillating about a mean erection angle are
calculated. Using integral transforms, the transient lift and moment following spoiler
erection are calculated from the oscillatory results. Either tk'e oscillatory or the
transient loadings can be related to the conventional stability derivatives for spoiler
displacement and rate. The oscillatory loadings produce frequency-dependent functions
for the stability derivatives, while the transient loadings lead to a conventional
constant displacement derivative, but a time-dependent function for the rate derivative.

NOTATION

z linearized physical plane (steady flow) /4 = i- reduced frequency

z' linearized physical plane (unsteady flow) 11-t dimensionless time

=transform plane T - dimensionless erection time

c airfoil chord Pc cavity pressure

s spoiler distance from airfoil leading edge p free stream pressure

h spoiler height CL lift coefficient

U free stream velocity CM pitching moment coefficient

4.) circular frequency CM spoiler hinge momentcoefficient

& spoiler angleS tier ( )s quasi-steady, or steady-state
T time) displacement derivative
T spoiler erection timera e d iv t e

( rate derivative

t. INTRODUCTION

Although wing upper-surface spoilers are being increasingly used for aircraft roll
and flight path control, their partially separated flow fields create difficult problems
for theoretical analysis, particularly in the unsteady flow situations of flutter and
dynamic stability calculations. Theoretical and experimental research on the aerodynamics
of spoilers has been conducted in the Department of Mechanical Engineering at the
University of British Columbia in recent years, and earlier results of the program wpre
reported at previous AGARD Conferences (1,2).

In the work reported here, the linearized theory described in Ref. 1 is extended and
applied to the problem of calculating aerodynamic loadings caused by spoiler motirns.
Further details are given in Ref. 3.

2. THEORY

The theory is applied to a thin airfoil of arbitrary profile with an upper surface
spoiler of arbitrary position and height. The flow is two dimensional, incompressible,
and irrotational, and the complex acceleration potential is used as the flaw variable.
The separated wake bounded by streamlines from the spoiler tip and airfoil trailing edge
is treated as a semi-infinite cavity at free-stream pressure. (In the linearized theory
for the steady-state aerodynamics, described in Ref. 1 and given in detail in Ref. 4, the
constant cavity pressure is empirically given and the cavity is of finite length, but the
simpler assumption is believed to be adequate for the time-dependent theory).

Because the linearized theory permits the superposition of effects of airfoil
incidence, camber, and thickness on those caused by the spoiler, only the configuration
of Fig. 1 needs to be considered here, since the paper deals only with the effects of
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spoiler motion. The other effects are given by the methods of Ref. 4. Fig. 2 shows the
sequence of conformal transformations used in the steady-state aerodynamics, with an
arbitrary cavity pressure. In the present problem, since cavity length J is infinite,
the linearized physical z - plane is identical with the z' - plane, and one transformation
is eliminated. The linearized airfoil and cavity boundary is a slit along the positive
real axis in the physical z' - plane. This slit is transformed so that the airfoil and
spoiler wetted surface become the upper half unit circle in a f - plane, while the upper
and lower cavity boundaries become the positive and negative veal axes in the f - plane,
outside the unit circle. The flow field is the upper half f - plane, and the boundary
conditions of uniform flow at infinity, tangent flow on the airfoil and spoiler wetted
surfaces, constant pressure on the cavity boundary, and Kutta conditions at spoiler tip
and airfoil trailing edge are expressed conventionally in terms of the complex acceleration
potential.

3. APPLICATIONS

3.1 Oscillating Spoiler

The first problem considered is the oscillation of the spoiler about a mean erection
angle. The complex acceleration potential is found in the f - plane in terms of
elementary functions plus a Laurent series, and the unknown coefficients are evaluated
from the boundary conditions. The airfoil lift and pitching moment are integrated
analytically, and the spoiler hinge moment numerically from the calculated pressure
distribution. Fig. 3 shows examples of the usual phase plane plots of the lift and
pitching moment vectors, normalized by their quasi-steady values, as functions of
reduced frequency based on spoiler height h. Fig. 4 shows corresponding results for
spoiler hinge moment.

3.2 Spoiler Erection

The second problem considered is the transient aerodynamic loading following spoiler
actuation. Both unit-step and constant-rate actuations are treated. The method is to
use Fourier integral transforms of the above oscillatory solutions to give the unit-step
solutions, and to use Duhamel integrals of the unit-step solutions to give the constant-
rate solutions. Results for the unit-step case are shown in Fig. 5, and for the
constant-rate case in Fig. 6, in the form of transient lift and pitching-moment
coefficients normalized by their asymptotic steady-state values.

3.3 Stability Derivatives

Finally, the calculation of stability derivatives is of interest. For the spoiler
erection problem, pertinent derivatives are of lift and moment with respect to spoiler
angle and actuation rate, and they can be extracted from the transient solution for
constant-rate actuation just considered, which had been obtained using Duhamel's integral.
This is easily reworked into a differential form whose partial derivatives are formally
identical to the above stability derivatives. The results, normalized by the values of
the displacement derivatives, are shown in Fig. 7 for a typical case, It can be seen
that the rate derivatives are not constant, in contrast to the usual assumption of
stability derivative theory. This anomaly has been discussed by Etkin (5), and the
asymptotic value (zero in the present case) should be used if a constant "alue is
required. Any use of the asymptotic value would, however, be inaccurate for small time.

For the oscillating spoiler problem, pertinent stability derivatives include those
of spoiler hinge moment with respect to angular displacement and rate. As Etkin (5),
and Rodden and Giesing (6), have noted, such derivatives can be extracted from the
solution of the appropriate oscillatory aerodynamic problem. However, derivatives
obtained in this way ari frequency-dependent. Here, the appropriate solutions are those
of Fig. 4, end for one of the cases the displacement and rate derivatives are calculated
and plotted as functions of reduced frequency on Fig. 8. The curves are normalized by
the zero-frequency (quasi-steady) value of the displacement derivative.

4. DISCUSSION

It would be desirable to conduct wind tunnel tests to investigate the validity of
the theoretical results presented here. The actual flow would have a separation bubble
at the upstruam base of the spoiler, and would not have constant free-stream base pressure
as assumed in the model. However, some experiments conducted in the second author's
laboratory on the transient lift following constant-rate spoiler actuation, and reported
in Ref. 1, give encouragement that the theory does lead to quite accurate predictions of
unsteady aerodynamic loadings.

The next step in the theoretical studies is to extend them to configurations of
finite aspect ratio. This has already been done for the steady-state aerodynamics of
spoilers, using a lifting-line theory for configurptions of relatively high aspect ratio,
and the results, reported in Ref. 2, were in good agreement with experimental values for
wing lift and rolling moment.

The oscillatory results were presented in terms of reduced frequency# based on
spoiler height h instead of airfoil chord c. This is a more reasonable parameter, since
only the spoiler was oscillating. In Fig. 8 it is interesting to note that the rate



25-3

derivative C H is nearly constant for/dg'o.I, and that the displacement derivative CHr
is nearly conitant forA/4 . Also, the small-disturbance theory could scarcely be
considered applicable forlw>?/ . Thus, in the range O.1<( /, which would be of practical
interest for application of the theory, both derivatives are approximately constant, as
the conventional formulation of stability derivatives assumes.
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THE ROLE OF TIME-HISTORY EFFECTS IN THE FORMULATION
OF THE AERODYNAMICS OF AIRCRAFT DYNAMICS

Murray Tobak* and Lewis B. Schiff**
Ames Research Center, NASA, Moffett Field, California 94035, U.S.A.

SUMMARY

The scope of any aerodynamic formulation proposing to embrace a range of possible maneuvers is shown
to be determined principally by the extent to which the aerodynamic indicial response is allowed to
depend on the past motion. Starting from the linearized formulation, in which the indicial response is
independent of the past motion, two successively more comprehensive statements about the dependence on
the past motion are assigned to the indicial response (1) dependence only on the recent past and (2) depen-
dence additionally on a characteristic feature of the distant past. The first enables the rational
introduction of nonlinear effects and accommodates a descriptinn of the rate-dependent aerodynamic
phenomena characteristic of airfoils in low-speed dynamic stall; the second permits a description of the
double-valued aerodynamic behavior characteristic of certain kinds of aircraft stall. An aerodynamic
formulation based on the second statement, automatically embracing the first, may be sufficiently compre-
hensive to include a large part of the aircraft's possible maneuvers. The results suggest a favorable
conclusion regarding the role of dynamic stability experiments in flight dynamics studies.

LIST OF SYMBOLS

pitchin momentCm pitching-moment coefficient, i n t

G[o()] functional notation: value at c z t of a time-dependent function which depends on all values
taken by the argument function a(c) over the time interval 0 < & t

I moment of inertia dbout the pitching axis

z reference length

q dynamic pressure, 1

S reference area

t time

V magnitude of flight velocity vector,

o angle of attack, Fig. 1

p atmospheric density

W frequency of harmonic oscillatory motion

1. INTRODUCTION

One of the difficult problems in aircraft flight dynamics is that of formulating an aerodynamic force
and moment system with sufficient scope to cover the wide ranqe of maneuvers typical of modern aircraft
(Refs. 1,2). What is the nature of the problem?

Consider the questions that arise in the prediction of a maneuver from a known initial state. Let an
essentially rigid aircraft with known inertial properties undergo an arbitrary motion. At a certain time
to, allow a measurement of the aircraft's state (i.e., its linear and angular velocity components) and
its aerodynamic response (i.e., the aerodynamic force and moment). Given this information at to, what is
needed to predict the aircraft's motion over the succeeding increment of time? The ability to carry the
motion forward over the first increment of time implies, of course, the ability to predict the entire
subsequent motion. What is needed principally is a form for the incremental changes in the aerodynamic
force and moment, that is, the indicial response, over the increment of time. Assigning an adequate form
constitutes the problem of formulation. The difficulty of the problem arises in assigning a form that
applies not only to the motion under study, but to all of the other motions of which the aircraft is
capable, and which might have occurred prior to to. This way of describing the difficulty allows one to
appreciate the great virtue of a linearized version of the aerodynamic indicial response. Invoking
linearity supposes that the aerodynamic indicial response is independent of anything that happened prior
to the origin of the response. Thus, the calculation can be carried forward without any acknowledgment
whatever of the motion prior to to . Although there are flow regimes where use of the linearized formula-
tion can be justified (e.g., attached flows with small perturbations), these regimes do not embrace the
whole range of flows that a modern aircraft may experience. A formulation applicable to the remaining
regimes must be freed of the limitation imposed by linearization. This means, of course, that the
aerodynamic indicial response must be allowed to depend on the past motion.

In a series of papers (cf. Ref. 3 for a connected account), the authors have tried to show how con-
cepts from functional analysis could be used to construct a mathematical framework allowing a general

*Research Scientist, Entry Technology Branch
"Research Scientist, Computational Fluid Dynamics Branch
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dependence of the aerodynamic indicial response on the past motion. Having a rigorous framework has
enabled the introduction of rational approximations which, in effect, limit the dependence on the past
motion to some definite property, applicable to an appropriate class of flows. One can argue in favor of
limited statements about the dependence on the past motion as follows: Since the linearized formulation
has found application to a certain class of flows, a formulation based on a limited statement, which
includes the linearized formulation as a special case, must find application to a wider class of flows. A
sequence of successively more comprehensive statements, each embracing all of the preceding ones, must
eventually reach a stage where the resulting formulation is applicable to a sufficiently wide class of
flows to accommodate a description of all of the motions of interest. It remains to discover whether this
stage can be reached well short of having to account for the whole past motion in detail for any of the
motions of interest.

Thus, the role assigned to time-history effects, that is, the statement about the dependence on the
past motion, constitutes a determining criterion by which the merits and shortcomings of any aerodynamic
formulation may be judged. The purpose of this report is to investigate how far the first few statements
go toward fulfilling the goal of a sufficiently comprehensive statement. Starting from the linearized
formulation, in which the indicial response is independent of the past motion, two successively more com-
prehensive statements about the dependence on the past motion are assigned to the Indicial response
(1) dependence only on the recent past and (2) dependence additionally on a characteristic feature of the
distant past. The successive statements allow the effects of successively larger bodies of aerodynamic
phenomena to be acknowledged within the scopes of the resulting formulations. The first enables the
rational introduction of nonlinear effects and accommodates a descrip'ion of the rate-dependent aerodynamic
phenomena characteristic of airfoils in low-speed dynamic stall; the second permits a description of the
double-valued aerodynamic behavior characteristic of certain kinds of aircraft stall. It is suggested that
an aerodynamic formulation based on the second statement, automatically including the first, may be of
sufficient scope to embrace a large part of the aircraft's possible maneuvers. Implications of the results
with regard to dynamic stability experiments are discussed.

2. DEFINITION OF MANEUVER

To focus directly on the question of time-history effects, it is advisable to avoid the complications
introduced by coordinate systems and motions with multiple degrees of freedom. In all of the study to
follow, the aircraft's maneuver is restricted to be planar with only a single degree of freedom. Extension
to more general motions will be straightforward, paralleling that described in Ref. 3.

Let the aircraft be in level steady flight prior to time zero. At time zero let it begin an
arbitrary pitching maneuver during which the center of gravity continues to follow a rectilinear path at
constant velocity V. Hence flight-path properties such as dynamic pressure, Mach number, dnd Reynolds
number remain constant throughout the maneuver. The pitching maneuver is defined by the angle of attack o

(Fig. 1), the angle between the aircraft's longitudinal axis and the velocity vector. The motion, of
course, may be specified to reproduce that of a wind-tunnel model in an oscillations-In-pitch experiment.

Fig. 1. Single-degree-of-freedom pitching maneuver.

Thus, focusing on this motion will facilitate a later discussion of the implications of the results with

regard to wind-tunnel experiments.

3. FORMATION OF INDICIAL PITCHING-MOMENT RESPONSE AND INTEGRAL FORMS

Since it will be necessary in later
sections to consider the influence of random

am fluctuations, the formation of the indicial
pitching-moment response will be describeu in

a 1.10 a way that acknowledges their presence. Two

motions have to be considered (cf. Fig. 2).
First, beginning at & - 0, the aircraft is

0 0 made to undergo the motion under study o(E).
At a certain time T the motion is con-
strained so that the value of a at time r,

that is, o(T), remains constant thereafter.
c_ It)The pitching moment corresponding to this

motion is measured at a time t. Now if a(T)

o 0 a r t Fig. 2. Formation of indicial response.

' . . . .. . . . . .I£ . . . . . . . .
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is sufficiently large so that, for example, flow separation occurs in the course of a maneuver, then as a
result of the ensuing fluctuations in the flow, any single measurement of the pitching moment at time t
will include a random component. This circumstance calls for repeating the maneuver and the corresponding
measurement at time t many times and taking the arithmetic mean of the measurements. If the fluctuating
part of the response is truly random, its contribution to the measurement at time t should cancel in
the mean, and the resulting mean value should be representative of the deterministic part of the response.
It will be assumed that this is true for any time t, and that as a result, a deterministic part of the
response will exist that is continuous for all & in the interval 0 < C < t. Second, the aircraft is
made to execute precisely the same motion, beginning at C = 0 and constrained in the same way at C = -,
except that at the latter time, a is given an incremental step Aa over its value at C = T. Hence, for
all time subsequent to T, a is equal to U(T) + Aa. The pitching moment corresponding to this motion
is again measured at time t. Just as before, the second maneuver and the corresponding measurement at
time t must be repeated many times, and the arithmetic mean of the measurements taken to be the deter-
ministic part of the response. The difference between mean values for the two measurements, AC (t), is
divided by the incremental step Aa. The limit of this ratio (if it exists) as the magnitude oT the step
approaches zero is called the indicial pitching-moment response at time t per unit step change in a at
time T. Since the two maneuvers prior to E = T are identical (in the mean), the ratio must be identi-
cally zero for 0 < & < T. At & = T a discontinuity in the ratio is permissible, reflecting the
discontinuous change in a. For all & > T the ratio is assumed to be continuous. With the understanding
that the pitching-moment response to each maneuver and at each time t is the result of an ensemble
average of measurements, the indicial pitching-moment respoi e is defined as:

ACmCt)

lim = Cm [0(0;t,()Acro AGo

As the functional notation indicates, the indicial response is allowed to depend in an unspecified way on

the entire history of the motion a(&).

When the assumptions leading to the definition of a deterministic indicial response can be said to
hold within each increment of the stepwise representation of an arbitrary motion o(t), the pitching-

moment response Cm(t) to the motion o(t) follows from a summation of incremental responses over the
time interval 0 to t:

Cm(t) = CmO + Cm [o( );t,T] dT (2)

This is the general integral form for Cm(t) corresponding to an arbitrary motion a(t). The form is
essentially exact, but its further use without approximation is exceedingly difficult. The nature of the
difficulty becomes clear if one writes the equation of motion for the sinqle-deqree-of-freedom pitching
motion a(t), and asks for a solution of ((t) for specified initial conditions. The equation of motion
is:

M(t) = (Si) Cm(O) +f Cmo[0();t,T]- dTd (3)

Since the indicial response within the integral is a functional, dependent in general on the whole past
motion a(&), it is unknown when a is unknown. Thus, both the indicial response and the motion must be
found simultaneously, an awesome prospect. Cases can be envisioned (e.g., massively ablating reentry
vehicles) where the mutual dependence between the motion and the indicial response cannot be uncoupled.
However, for rigid aircraft of fixed shape, the past success of the linearized formulation lends credence
to the belief that the interdependence may be at least partially uncoupled. Now if the indicial response
were somehow known, Eq. (3) would become an integro-differential equation of the Volterra type for which
solutions can be found by known, albeit numerical, techniques. The indicial response could be considered
known, at least in principle, if its dependence on the past motion were specified in a way that allowed it
to be an identifiable member of a collection of indicial responses, all of which had been obtained before-
hand from, for example, a suitable series of experiments. Thus, Eq. (3) can be made tractable by assigning
to the indicial response appropriate statements about how it depends on the past motion which allow it to
be determined in advance. Let it be noted, however, that since every statement assigned to the indicial
response will multiply the number of responses in the collection required to be known in advance, it
becomes imperative to make the least number of statements possible. In succeeding sections, two such
statements will be introduced, which it is hoped, may suffice to cover the cases of interest.

Finally, it is recognized that counting on the availability of a collection of indicial responses
may be somewhat unrealistic in view of the difficulty of experimentally determining an indicial response.
In a later section, however, it will be shown how the results from suitably designed oscillations-in-pitch
experiments, which, it may be presumed with greater reason, are technically feasible, may be used in place
of the integral In Eq. (3). Thus, for the availability in prin-ciple of a collection of indicial responses
may be read the availability of an equivalent collection of results from oscillations-in-pitch experiments.

4. DEPENDENCE OF THE INDICTAL RESPONSE ON THE RECENT PAST

First, Eq. (1) for the indicial pitchlnq-moment response will be put in an equivalent form that will
suggest a first statement about its dependence on the past motion. If a(c) can be considered to be
analytic in a nelghborhuod of & = T (corresponding to the most recent past for an indicial response with
origin at c = i), in principle, its history can be reconstructed from a knowledge of all of the coeffi-
cients of its Taylor series expansion about z = T. Then, since o( ) is equally represented by the
coefficients of its expansion, the functional, with its dependence on 0(&), can be replaced without
approximation by a function with a dependence on all of the coefficients of the expansion of a(F) about

= t; that is,
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Cm [o(C);t,r] = Cm (t - T;C(,),6(T),( T ) .. ) (4)
0 0

The additional replacement of a dependence on elapsed time t - T rather than on t and T separately is
justified within the specification already invoked of constant fliqht-path properties.

Now it is argued that a class of flows exists for which disturbances originating at times far removed
from the vicinity of E = T will have died out before they are able to influence events in the vicinity
of c = t. In such cases, it can be assumed that the indicial response will have "forqotten" long-past
events, and so will depend only on events occurring in the most recent past. Therefore, to the extent that
the indicial response can be influenced by the past motion, the form of the past motion just prior to the
origin of the step might just as well have existed for all earlier times. Accordingly, only the first few
coefficients of the expansion of oa() need be retained to characterize correctly the most recent past,
which is all the indicial response is assumed to remember. Retaining the first two coefficients of o(c),
for example, implies matching the true past history of a in magnitude and slope at the origin of the
step, thereby approximating o(E) by a linear function of time o(E) = o(T) - &(T)(T - &). With ay
approximation of this order in force in Eq. (1), the integral form replacing Eq. (2) and the ri§ht-hand
side of Eq. (3) becomes •Ii

C (t )  = C (0 ) It Cmo( t - ;(), )d-rd (5)

The steady-state value of the indicial response can be put in evidence with the additional (consistent)
assumption that events in the recent past, that is for & < T, will again be far removed and so, forgotten,
so far as the indicial response is concerned when t - T + -. This means that the steady-state value of
the indicial response will depend only on local conditions, that is, on the constant value of G(T). The
latter behavior is put in evidence by the substitution

Cm (t - r;a(T),G()= Cm(o;o( )) - F(t - T;o(T),b( )) (6)

where Cm,(®;a(T)) is the steady-state value of the indicial response. Notice that it must be a single-
valued function of a(T). The function F(t - T;a(r),&(T)) is called the deficiency function; it approaches
zero as t - T - - and, in practice, will be essentially zero for all elapsed time t - T larger than a
relatively small value t When Eo. (6) is substituted in Eq. (5), the steady-state term multiplied by
(da/dT)dT forms a perfect differential which can be integrated. The resultinq formulation for Cm(t)
becomes

Cm(t) = Cm(:;(t)) - F(t - T;a(T),7(T)) do dT (7)

Here, C,(-;o(t)) is the pitching-moment coefficient that would be measured in a steady flow with a fixed
at the instantaneous value o(t). Again, note that Cm(-;c(t)) must be a single-valued function of a
according to this formulation.

Equation (7) actually includes three increasingly comprehensive formulations, each of which may be
applicable in appropriate circumstances. The simplest, of course, is the linear formulation, for which
the Indicial response is said to be independent of both o(r) and a(.). The resulting simplification
is reflected in the equation of motion, Eq. (3), which becomes

(t) = (S){a(t)Cm() J F(t- )d d,) (8)

The equation is linear and the integral term is of the convolution type, which enables an immediate
solution for a by the aid of Laplace transforms. A considerable additional virtue is that the collec-
tion of Indicial responses required to be known in advance consists of one member.

The second formulation, anplicable in particular to slowly varying motions, is obtained by omittinq
the dependence on 6(T) from the indicial response. Omitting this dependence in Eq. (6) means that, so
far as the indicial response is concerned, the motion prior to the origin of a step is being approximated
by the time-invariant motion O(C) , a(T). The equation of motion, Eq. (3), becomes

C(t)= (Z){Cm(-;o(t)) - ft F(t - T;(T)) dr dJ (9)

a nonlinear Volterra integro-differential equation, solvable by numerical techniques. Here, the collection
of indicial responses required to be known in advance must consist of members corresponding to a range of
values of a(T). This formulation also lends itself to reduction to a form correct to the first order in
frequency, resulting In a nonlinear generalization of the classical stability derivative formulation. The
form has been studied at length in the authors' previous work (Ref. 3). Approximation at the level of the
second formulation thus enables the rational introduction of nonlinear effects.

Finally, the third, most comprehensive formulation is that represented in full by Eq. (7). This form
is of sufficient scope to allow the treatment of motions involving hysteresis effects caused by rate-
dependent aerodynamic phenomena. It is believed to be applicable, for example, to the complex set of
aerodynamic phenomena characteristic of airfoils in low-speed dynamic stall (Refs. 4-6). Retaining a
dependence on &(T) allows assigning different indicial responses to a step at a single value of o(T),
depending on the magnitude and sign of ;(T). It is possible, for example, to distinguish between indicial
responses where a was increasing or decreasing prior to the step. The motion that would be required to
obtain the indiclal response experimentally with positive 6(1) is essentially the same as the maneuver
that has been used to study the overshoot In lift that occurs following a rapid pitch-up (Ref. 7). It would
also be necessary to carry out experiments involving pitch-down maneuvers to allow for the possibility
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that the indicial response for a given o(T) and a negative value of ;(i) will be different from that
for a positive 6(T) of the same magnitude. Here, the collection of indicial responses required to be
known in advance must embrace a range of values of a(T) and a range of both positive and negative values
of 5().

While Eq. (7) goes some distance toward fulfilling the goal of a sufficiently comprehensive
formulation, it is still incapable of accounting for the existence of multivalued aerodynamic phenomena
that need not depend on the pitching rate. This is evident, in particular, in the representation of the
steady-state aerodynamic pitching moment Cm(-;o(t)), and its derivative Cm,(-;a(t)), which must be
single-valued functions of a. Admitting the possibility of multivalued aerodynamic responses, notnecessarily dependent on the pitching rate, will require an acknowledgment of the influence of the distant

past on the indicial response.

5. DEPENDENCE OF THE INDICIAL RESPONSE ON THE DISTANT PAST

In the preceding treatment, on the assumption that events in the distant past should be incapable
of influencing the indicial response, the indicial response functional Cm0 [a(c);t,T] was replaced by a
function Cm,(t - T;J(T),6(T)) which depends only on the magnitude and slope of the past motion o(E)
at the origin of the step. This replacement can be viewed either as an approximation of the actual motion
a(&) by a linearly varying motion G(E) = G(T) - 6(T)(T - ) for all past time, or, as a substitution
applicable only in the vicinity of C = T with the implicit understanding that the distant-past motion,
beina immaterial to the indicial response, can be assigned at will. In what follows, the latter inter-
pretation will be the desired one to the extent possible. However, the presence of fluctuations aopears
to represent a condition where events occurring in the distant past (e.g., the initiation of fluctuations
due to flow separation) can affect the present evolution of the indicial response. For suppose that
certain distant-past motions, but not others, can initiate fluctuations that persist up to the measuring
time, and that the indicial resoonse measured in the presence of fluctuations can differ from the measure-
ment in the absence of fluctuations. Then this must be taken into account somehow, and in a way that
does not require assiqning the actual distant-past motion to every indicial response.

5.1 Reformulation of Pitching-Moment Response

It is convenient to consider first a typical motion qualifying as the first of the two motions
required to form the indicial response (cf. Fig. 3). The motion for values of 4 < T is given by a( );
it is held constant at o(r) for all > T.
The time E = t is the time at which the
pitching moment is measured. The whole
time period prior to E = T will be
called the past relative to any value
of t = t > T. Let the past be divided
into two parts so that there is an
interval T just prior to E = T.

The interval of duration T will be
called the recent past and the Q
remaining interval the distant ast. I
Let T be chosen sufficiently large t
so that under normal circumstances, - T PAS T- _
the particular form of the motion _RECNT
a(E) in the distant past is immate- PAST
rial to the pitching-moment response
for values of & = t > T. This is Fig. 3. Recent past and distant past.
the condition that has been used in
the preceding section.

How can motion in the distant past influence the measurement for the pitching moment at time t?
It is clear that it will do so if it is capable of changing the nature of the flow in the recent past,
to which the measurement is certainly sensitive. This is possible if motion in the distant past has
initiated fluctuations that persist into the recent past. The following is an explicit argument.
Suppose that the pitching moment is measured at time t for the motion shown in Fig. 3. (Recall that
the measurement is actually the ensemble average of repeated measurements at t corresponding to
repetitions of the same motion.) With everything else remaining the same, make an infinitesimal change
in the distant-past motion as shown by the dotted curve in Fig. 3. After many repetitions of this motion
and the corresponding measurement for the pitching moment at time t, compare the ensemble-averaged
result with that of the original motion. Suppose first that there is no difference between the two
measurements. ihis, of course, is the expected result according to the preceding formulation. However,
there are two conditions under which it should hold: (1) neither distant-past motion has initiated
fluctuations that persist into the recent past or (2) both distant-past motions have initiated fluctuations
that attain similar statistical properties over the identical recent past, thereby altering the ensemble-
averaged flow over the recent-past motion in the same way. Both conditions can be incorporated within
a single assertion that in neither case did only one motion initiate fluctuations persisting into the
recent past. Now suppose that the two measurements differ at time t. Then the infinitesimal change
in the distant-past motion must have exceeded a critical condition for the initiation of fluctuations,
and the persistence of these fluctuations into the recent past must have chanqed the form of the flow in
the recent past in ensemble average. The argument of exceeding a critical condition is equally valid for
cases in which an infinitesimal change in the distant-past motion stops previously existing fluctuations
from persisting into the recent past. Thus, if the distant-past motion is able to influence the measure-
ment at t, the cause is attributable to the existence of a critical condition for the initiation or cessa-
tion of persistent fluctuations.
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Finally, consider a second infinitesimal change in the distant-past motion that also exceeds the
critical condition. Consistent with condition (2) already noted, it is argued that the pitching-moment
response to this motion at time t will be the same as the response to the previous motion which had
also exceeded the critical condition. The argument is that relative to values of E - t > T, there is
sufficient time over the duration T of the recent past for fluctuations originating in the distant past
to attain statistical properties that no longer depend on their origin, but rather depend only on their
experience over the recent past. Since the recent-past motion is the same for both distant-past motions,
the statistical properties of their respective fluctuations should have become the same by the time they
have reached the vicinity of = T. With identical statistical properties, ensemble averaging of
repetitions of the pitching-moment responses to the two motions should then yield the same result at E - t.
Now the same argument should hold for any distant-past motion that has initiated fluctuations persisting
into the recent past. According to this argument then, the pitching-moment response at time t for a
given past motion can be duplicated by the pitching-moment response for a motion whose form in the distant
past is assigned at will, so long as it is known that both have initiated fluctuations persisting into a
same recent past. Likewise, a distant-past motion whose fluctuations do not persist into the recent past
can be replaced, according to the argument, by one assigned at will, so long as fluctuations originating
in the latter motion also do not persist into the recent past. The argument translates into a mathematical
statement that the pitching-moment response at E = t > T must be a unique functional of the recent-past
motion and additionally, must depend on a parameter that designates by say, one of two numbers, whether
fluctuations originating in an otherwise arbitrary distant-past motion do or do not persist into the recent
past. Accordingly, the pitching-moment response is written in the functional form

C'(t) - Cm[o();t,"1.k()] (10)

where it will be understood that the range of & over which there is a functional dependence on a(&) is
now restricted to cover the recent past only, that is, t - T < t <, and where x designates the type
of distant-past motion, otherwise arbitrary, by one of two numbers; that is,

A(r) = 0: fluctuations originating in distant past do not persist into recent past;

A(T) 1 1: fluctuations originating in distant past persist into recent past. (

Notice in Eqs. (10) and (11) that although X can take only one of two values, nevertheless it is
a function of -. This is because the event characterized by X must originate in the distant

past, and by definition, what is called the distant past depends on T. That is, an event is said to occur
in the distant past if the time & at which it occurs satisfies T - > T.

5.2 Reformulation of Indicial Response and Integral Form

Now it is necessary to consider the role of fluctuations in the formation of the indicial response.
Consider again the motion illustrated in Fig. 3, for which the pitching-moment response is of the form
Eq. (10). Just as before, with everything else remaining the same, make a small change &o in the con-
stant value a(T). Repetitions of this motion and the corresponding measurement at time t yield an
ensemble-average value for the pitching moment at time t. The procedure is repeated for successively
smaller values of Aa, as many times as necessary, to carry out the limiting process indicated formally
in Eq. (12):

ACm(t) - Cm[ 2 (E);t,T,X(T)] - Cm[to(&);tT,A(T) }l1im -- = lim
AOaO Aa-O I

E Cm [0();t,T,X(T)] (12)

where

=a(&) ; 0 ~ T

G (T) &

2(e) = () ; 0 T

o(T) + ; 9 > T

The result (if it exists) is the definition of the indicial response. Suppose first that the limit
exists, and moreover, that the pitching-moment response to the second motion is very similar in character
to that of the first. Again, there are two conditions: (1) neither motion a,(&) nor ax(&) contains
flow fluctuations or (2) both motions a1(e) and 0 2 () contain flow fluctuations of similar statistical
character. Both conditions are incorporated within a single assertion that in neither case did the
infinitesimal change aa either initiate fluctuations or stop prior fluctuations. Now suppose that the
ensemble-averaged pitching-moment response to the second motion differs from that of the first in such a
marked way that the limiting process lr(Cm()/iia) almost fails to converge. In this event, it will be

said that the infinitesimal change ao has either initiated fluctuations or stopped prior fluctuations.
In other words, if the infinitesimal change ho required to form the indicial response itself either
initiates fluctuations or stops prior fluctuations, the evidence of this will be a marked, almost
discontinuous, change in the indicial response. This abrupt change will be evidenced, in particular, in
the stead -state value of the indicial response. While the cause of an abrupt change in the indicial
response most often can be attributed to the initiation or termination of fluctuations, let it be noted
that nothing in the analysis prevents associating the abrupt change with other, perhaps nonfluctuating,
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phenomena as well; for example, an abrupt shift in the pattern of flow separation or an abrupt shift in
the location of a shock wave (Ref. 8). All that the analysis requires in principle is the existence of
two distinct reqimes of flow separated by critical conditions. Thus, the phrase "initiation (or termina-
tion) of fluctuations" may stand for any flow phenomenon leading to an abrupt change in the indicial
response.

To complete the reformulation, it is necessary to consider the summation process leading to an
integral form for the pitching-moment recponse to an arbitrary motion. Although, as noted, the possibility
is allowed of a near-discontinuity with respect to a in the indicial response, this possibility will exist
only at certain isolated values of a where the exceeding of a critical condition by the infinitesimal
change &o either initiates or stops fluctuations. Since the nearly singular behavior of the indicial
response thus will be confined to discrete events in the history of o, these events will not invalidate
the general applicability of the summation procedure. Then, as before, the result of summation yields for
Cm(t):

t

Cm(t) = Cm(O) + Cmo[G(0;t,,X(T)] dT (13)

The form differs from the one presented earlier (Eq. (2)) in two respects: (1) the functional dependence
of the indicial response on a(&) extends only over the recent past; (2) the indicial response depends
additionally on the parameter A, desiqnating the type of distant-past motion that is to be attached
to the recent-past motion.

Finally, the same arqument that was used before can be invoked to replace the indicial response
functional in Eq. (13) by a function dependent on a limited number of parameters, rather than on all values
of a(&) over the interval T of the recent past. If it is assumed aqain that the recent-past motion is
adequately represented by the first two terms of its Taylor series expansion about T = r, then Eq. (13)
becomes

Cm(t) - Cm(O) + Jo CM (t - T;a(T),&(T),X(T)) !-dT (14)m 0  a (14

Again, it can be argued that as the indicial response approaches its steady-state value with increasing
values of t - T, it must become independent of any particular recent-past motion (characterized by &(T)
in Eq. (14)), since the statistical properties of disturbances originating in the recent past will havebecome independent of their origin as t - T - -. The dependence on x remains, however, and this means

that the steady-state value of the indicial response may now be a double-valued function of a(r),

corresponding to the two possible values of x. The substitution

CM (t - T;a(T),;(T),X(T)) = Cm,(®;a(T),X(T)) - F(t - t;((1),5),(r)))

puts the steady-state value of the indicial response in evidence. If Eq. (15) is substituted in Eq. (14)
and the interval 0 < T < t is divided into segments, each of which contains only a single value of X,
then the steady-state term can be integrated over each of the segments. The intermediate terms always
cancel, however, so that the formulation for Cm(t) takes the form:

Cm(t) = Cm(o;a(t),A(t))- fo Fit - T;d(t),-(r),X(r)) dr

As before, Cm(-;a(t),A(t)) is the pitching-moment coefficient that would be measured in a steady flow with
a fixed at the instantaneous value o(t). Like its derivative, it may now be a double-valued function of
a corresoondinq to the two possible values of x.

5.3 Decision Logic for Choice of x

It remains to determine a logic for assigning the appropriate value of A to an indicial response.
Recall that the influence of the distant-past motion on an indicial response at current time, characterized
by X, was associated with the exceeding of a critical condition in the distant past which either initiated
or terminated persistent fluctuations. It was noted also that at the time of exceeding a critical condition
the initiation or cessation of fluctuations would be evidenced by a marked change in the behavior of the
indicial response, and in particular the steady-state value of the indicial response, accompanying an
infinitesimal change in a. This suggests that a suitable experiment for determining where the onset and
cessation of fluctuations occur is simply the experiment that would be required in any case to determine
the steady-state pitching moment as a function of angle of attack. A suitable program for changing the
angle of attack is illustrated in Fig. 4, where, at each level, sufficient time is allowed before measuring
the pitching moment for the pitching-moment response
to reach a steady state (in the mean). Advancing
through a series of increasing angles of attack,
and then similarly, through a series of decreasing
angles of attack, should allow determining
whether double-valued behavior of the steady-
state pitching moment is possible. Suppose
that the result of measurements for the steady-
state pitching-moment coefficient resembles
that shown on Fig. 5(a). The curve has two
distinct branches, reflecting the nonfluctu-
ating and fluctuating reqimes of flow. A "
region of overlap, aR < a < aS, exists in which
the pitching-moment coefficient is double-
valued. As illustrated schematically in Fig. 4. Anqle-of-attack program for measuring
Fig. 5(b), passage from one regime to the steady-state pitching moment.
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(a) Pitching-moment coefficient. (b) Regimes of flows.

Fig. 5. Steady-state pitching-moment coefficient with region of double-valued dependence on angle
of attack.

other is barred (indicated by the double line) except by traversin the critical points a - al, 0 ' OR
in the directions indicated by the arrows. Then, having the values of aS and oR should suffice to
determine a logic for the choice of A.

Assume. that a step-by-step calculation is being made of a maneuver, and that the calculation has
advanced to the point c - T (cf. Fig. 6). To continue the calculation one more step, it is necessary

to assign the appropriate indicial response to
the point C = T. Can it now be done? The form
of the indicial response, Eq. (15). indicates the
parameters that have to be known: a(T), 6(T), and
x(). Since a(&) is known for E < T, the values
of o(r), &(T) can be specified. It remains to
determine whether X = 0 or 1 to complete the

O() specification. The followino three questions are
as - asked: (1) Is there at least one & with

T - co > T such that a(C). as? (2) ls there
OR - at least one ej with T - E, > T such that

o(E) - OR? (3) If the answers to (1) and (2) are
yes, is min(T - &I) > min(T - Eo)? Yes or no
answers to the three questions determine the value
of A. Results are qiven in Table 1:

to 1 1., TABLE 1. DECISION LOGIC FOR x

1 2 3 x

Fig. 6. Step-by-step calculation of a moneuver. No --- --- 0
Yes No --- 1
Yes Yes No 0
Yes Yes Yes 1

6. IMPLICATIONS FOR DYNAMIC STABILITY EXPERIMENTS

The formulatien Eq. (16) is considered to be the principal result of this study. Given the informa-
tion required to determine A, its scope may be sufficiently wide to embrace motions involving both
nonlinear aerodynamic responses and the double-valued aerodynamic behavior evident in certain kinds of
aircraft stall (Refs. 8-10). However, its usefulness in practice appears to hinge on the availability
of a collection of indicial responses, forming the kernel of the integral term in Eq. (16). As noted
earlier, the eventual availability of such a collection is very unlikely in view of the great difficulty
of experimentally determininq an indicial response. The purpose of this section will be to show that the
usefulness of the formulation in fact Is not contingent on the availability of indicial responses. It
will be shown that the integral term in Eq. (16) is replaceable by results from a technically more feasible
experiment: the oscillations-in-pitch experiment.

For an arbitrary motion a(t), the contribution to Cm(t) of the integral term in Eq. (16) may be
approximated as a finite sum of responses to discrete steps Aa(T). The form of the summation, that is,
the integrand, is illustrated in Fig. 7. At each step, the deficiency function F(t - T;a(T)6(T),X(T))
dies out to zero as t - T - -, and will be essentially zero for a'l t - T larger than a relatively
small value ta. This is shown schematically in Fig. 7. It is clear that in the summation of responses
at time t, only the responses in the interval t - ta < T < t yield measurable contributions at t.
Thus, the form of the motion o(T) outside the interval t - ta < T < t is immaterial to the summation,
except insofar as it determines the value of A. On the assumption that the motion outside the interval
is such that it ensures the correct value of A, the motion within the interval t - t < T < t can be
approximated without serious error by any convenient substitute motion. If, for example, the substitute
motion is harmonic, the resulting summation of responses at time t will be that corresponding to an
equivalent harmonic oscillatory motion.
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phenomena as well; for example, an abrupt shift in the pattern of flow separation or an abrupt shift in
the location of a shock wave (Ref. 8). All that the analysis requires in principle is the existence of
two distinct reqimes of flow separated by critical conditions. Thus, the phrase "initiation (or termina-
tion) of fluctuations" may stand for any flow phenomenon leading to an abrupt change in the indicial
response.

To complete the reformulation, it is necessary to consider the summation process leading to an
integral form for the pitching-moment response to an arbitrary motion. Although, as noted, the possibility
is allowed of a near-discontinuity with respect to a in the indicial response, this possibility will exist
only at certain isolated values of a where the exceeding of a critical condition by the infinitesimal
change Au either initiates or stops fluctuations. Since the nearly singular behavior of the indicial
response thus will be confined to discrete events in the history of a, these events will not invalidate
the general appli:ability of the summation procedure. Then, as before, the result of summation yields forCm( t):

Cm(t) = Cm(O) + JCm(G();t,t,X(t)] --dt (13)

The form differs from the one presented earlier (Eq. (2)) in two respects: (I) the functional dependence
of the indicial response on a(&) extends only over the recent past; (2) the indicial response depends
additionally on the parameter x, desiqnating the type of distant-past motion that is to be attached
to the recent-past motion.

Finally, the same arqument that was used before can be invoked to replace the indicial response
functional in Eq. (13) by a function dependent on a limited number of parameters, rather than on all values
of a(&) over the interval T of the recent past. If it is assumed again that the recent-past motion is
adequately represented by the first two terms of its Taylor series expansion about C = T, then Eq. (13)
becomes

CM(t) = c'o' + . CM (t 42 td( ,(.)xr) (14)

Again, it can be argued that as the indicial response approaches its steady-state value with increasing
values of t - T, it must become independent of any particular recent-past motion (characterized by 5(T)
in Eq. (14)), since the statistical properties of disturbances originating in the recent past will have
become independent of their origin as t - T - -. The dependence on x remains, however, and this means
that the steady-state value of the indicial response may now be a double-valued function of G(T),

corresponding to the two possible values of x. The substitution

Cm (t - T;G(T),;(t),A(T)) = Cm,(-;o(T),X(t))- F(t - T;o(T),;(T),X(T)) (15)

puts the steady-state value of the Indicial response in evidence. If Eq. (15) is substituted in Eq. (14)
and the interval 0 < T < t is divided into segments, each of which contains only a single value of x,
then the steady-state term can be integrated over each of the segments. The intermediate terms always
cancel, however, so that the formulation for Cm(t) takes the form:

Cm(t) = Cm(®;o(t),X(t))- fot F(t - T;0(t),6(t),X(T)) d-dT (16)

As before, Cm(-;o(t),x(t)) is the pitching-moment coefficient that would be measured in a steady flow with
" fixed at the instantaneous value o(t). Like its derivative, it may now be a double-valued function of
" corresDondinq to the two possible values of x.

5.3 Decision Logic for Choice of x

It remains to determine a logic for assigning the appropriate value of A to an indiclal response.
Recall that the influence of the distant-past motion on an indicial response at current time, characterized
by X, was associated with the exceeding of a critical condition in the distant past which either initiated
or terminated persistent fluctuations. It was noted also that at the time of exceeding a critical condition
the initiation or cessation of fluctuations would be evidenced by a marked change in the behavior of the
Indiclal response, and in particular the steady-state value of the Indiclal response, accompanying an
infinitesimal change in a. This suggests that a suitable experiment for determining where the onset and
cessation of fluctuations occur is simply the experiment that would be required in any case to determine
the steady-state pitching moment as a function of angle of attack. A suitable program for changing the
angle of attack is illustrated In Fig. 4, where, at each level, sufficient time is allowed before measuring
the pitching moment for the pitching-moment response
to reach a steady state (in the mean). Advancing
through a series of increasing angles of attack,
and then similarly, through a series of decreasing
angles of attack, should allow determining
whether double-valued behavior of the steady-
state pitching moment is possible. Suppose
that the result of measurements for the steady-
state pitching-moment coefficient resembles
that shown on Fig. 5(a). The curve has two
distinct branches, reflecting the nonfluctu-
ating and fluctuating regimes of flow. A -Jt
region of overlap, OR < a < aS, exists in which
the pitching-moment coefficient is double-
valued. As illustrated schematically in Fig. 4. Anqle-of-attack program for measuring
Fig. 5(b), passage from one regime to the steady-state pitching moment.
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(a) Pitching-moment coefficient. (b) Regimes of flows.

Fig. 5. Steady-state pitching-moment coefficient with region of double-valued dependence on angle
of attack.

other is barred (indicated by the double line) except by traversing the critical points 0 = O , a = OR
in the directions indicated by the arrows. Then, having the values of aS and OR should suffice to
determine a logic for the choice of A.

Assume that a step-by-step calculation is being made of a maneuver, and that the calculation has
advanced to the point g = T (cf. Fig. 6). To continue the calculation one more step, it is necessary

to assign the appropriate indicial response to
the point & = T. Can it now be done? The form
of the indicial response, Eq. (15), indicates the
parameters that have to be known: O(T), 6(T), and
A(T). Since a(&) is known for C 4, the values
of a(T), &(T) can be specified. It remains to
determine whether A = 0 or I to complete the

a(s) specification. The followino three questions are
asked: (1) Is there at least one & with

- c > T such that a(c) ,S? (2) Is there
OR at least one &I with T - > T such that

O(EI) - OR? (3) If the answers to (1) and (2) are
yes, is min(T - CI) > min(T - &o)? Yes or no
answers to the three questions determine the value
of x. Results are given in Table 1:

to ti t,
"T.4. TABLE 1. DECISION LOGIC FOR x

1 2 3 x

Fig. 6. Step-by-step calculation of a maneuver. NO------ 0
Yes No --- 1
Yes Yes No 0
Yes Yes Yes 1

6. IMPLICATIONS FOR DYNAMIC STABILITY EXPERIMENTS

The formulation Eq. (16) is considered to be the principal result of this study. Given the informa-
tion required to determine X, its scope may be sufficiently wide to embrace motions involving both
nonlinear aerodynamic responses and the double-valued aerodynamic behavior evident in certain kinds of
aircraft stall (Refs. 8-10). However, its usefulness in practice appears to hinge on the availability
of a collection of indicial responses, forming the kernel of the integral term in Eq. (16). As noted
earlier, the eventual availability of such a collection is very unlikely in view of the great difficulty
of experimentally determining an indicial response. The purpose of this section will be to show that the
usefulness of the formulation in fact is not contingent on the availability of indicial responses. It
will be shown that the integral term in Eq. (16) is replaceable by results from a technically more feasible
experiment: the oscillations-in-pitch experiment.

For an arbitrary motion o(t), the contribution to Cm(t) of the integral term in Eq. (16) may be
approximated as a finite sum of responses to discrete steps Aa(T). The form of the summation, that is,
the integrand, is illustrated in Fin. 7. At each step, the deficiency function F(t - T;O(T)&(T),A(T))
dies out to zero as t - T - -, and will be essentially zero for all t - T larger than a relatively
small value t. This is shown schematically in Fig. 7. It is clear that in the summation of responses
at time t, only the responses in the interval t - ta < T < t yield measurable contributions at t.
Thus, the form of the motion a() outside the interval t - ta < I < t is immaterial to the summation,
except insofar as it determines the value of X. On the assumption that the motion outside the interval
Is such that it ensures the correct value of x, the motion within the interval t - t < T < t can be
approximated without serious error by any convenient substitute motion. If, for exampme, the substitute
motion is harmonic, the resulting summation of responses at time t will be that corresponding to an
equivalent harmonic oscillatory motion.
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F(t - T; U) 6(r). X(i))
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t

Fig. 7. Summation of indicial responses.

An arbitrary harmonic motion oh(T) about a constant mean provides three arbitrary constants
(assumlng that the frequency w is chosen to match a characteristic frequency of the actual motion)
which may be chosen to match three properties of the actual motion. It is especially important to match
the actual motion in the immediate vicinity of T = t where the contributions to the summation are
largest. If it is chosen to match the actual values of o(t), 6(t), and 6(t) by a harmonic motion
ah(T), then the form of the harmonic motion is given by

[0(t) + - sin w(t - T) - cos W(t - T) (17)

so that

ch(T) = (t) cos (t - T) - sin W(t - r) (18)

Substituting Eqs. (17) and (18) for o(T), &(T) in the integral term in Eq. (16) yields for the integral
term (letting the lower limit be t - ta for consistency):

ist
J(t) = _6(t)tt F(t - T;oh(T),;h(T),A(T))cos 4(t - T)dt

+ i(t) ft F(t - T;oh(r),h(r),X(T))sin w(t - r)dr (19)
' t-ta

or, with a change of variable,

-;(t f ta F(u;ah(t - u),&h(t - u),A(t - u))cos wu du
0

+ t F(U;h(t _ u),h(t u),(t - u))sin wu du (20)

This is the contribution to C%(t) from the integral term, and it is the same contribution that would be
obtained from an oscillations- n-oitch experiment for an oscillation constructed according to Eq. (17).
This means matchinq o(t), 6(t), and ;(t) requires that an equivalent hqrmonic motion have a mean value equal
to lo(t) + (t)/w 23 and an amplitude equal to {[&(t)/W]2 + [ (t)/J]2)1I/2, The contribution from the
term multiplied by (t) in Eq. (20) is actually of second order in w and probably negligible for the
very low reduced frequencies typical of most aircraft motions. For rapid maneuvers, however, (e.g., a
rapid pitch-up maneuver) it may be necessary to retain the term, since it accounts for the very large
deviation from the steady-state aerodynamic contribution (i.e., Cm(-;o(t),X(t)) in Eq. (16) at a = amax
(where & _0) which has been observed in wind-tunnel experiments with oscillating airfoils in the low-
speed dynamic stall regime (Refs. 4,5).

The result represented by Eq. (20) mathematically expresses the major theme of this study. However,
couched in more general terms, it leads to an almost self-evident conclusion that should hold in the
general case: the instantaneous aerodynamic force and moment corresponding to an arbitrary motion can be
duplicated with the instantaneous force and moment corresponding to an assigned motion, so long as both
motions are essentially the same in the recent past relative to the instant, and are in the same flow
regime determined by the otherwise immaterial distant-past motion.

7. CONCLUDING REMARKS

The scope of any aerodynamic formulation proooslnq to embrace a range of possible aircraft maneuvers
has been shown to be determined principally by the extent to which the aerodynamic Indiclal response is
allowed to depend on the past motion. Allowinq the Indiclal response to depend only on motion in the
recent past resulted in an aerodynamic formulation enabling the rational introduction of nonlinear effects
and a descrintlon of the rate-dependent aerodynamic phenomena characteristic of airfoils in low-speed
dynamic stall. Allowing the Indiclal response to depend additionally on a characteristic feature of
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motion in the distant past, that is, the initiation or termination of persistent fluctuations, resulted
in a more comprehensive formulation permitting a description of the double-valued aerodynamic behavior
characteristic of certain kinds of aircraft stall. The scope of the latter formulation should be
sufficiently wide to include any pitching maneuver having no more than two distinct regimes of flow,
separated by critical conditions. Straightforward extensions of the formalism already developed should
yield formulations permitting a description of any number of flow regimes and embracing motions with
multiple degrees of freedom. A general conclusion that can be drawn from this study, favorable regarding
the role of dynamic stability experiments, is the following: the instantaneous aerodynamic force and
moment corresponding to an arbitrary motion can be duplicated with the instantaneous force and moment
corresponding to an assigned motion, so long as both motions are essentially the same in the recent past
relative to the instant, and are in the same flow regime determined by the otherwise immaterial distant-
past motion.
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SUMMARY

An examination of the basic features of various formulations of the aerodynamic forces and moments
acting on an aircraft, or in other words the mathematical modelling of an aircraft, indicates that motions
such as spin entry pose new problems. These relate to the que~tion of which contributions to the aero-
dynamic forces and moments may be linearized and which have to be included within a term, which is a
function of some of the state variables.

The essential overall validation that tests using free-flight models can provide is discussed
tog-her with a sample of the results of trials already undertaken, as well as other tasks to which the
technique can be successfully applied. A related wind-tunnel test programme, which can provide validation,
or otherwise, of the proposed formulations for specific motions, is also outlined.

Finally the sensitivity of the motion to changes in the detail of a particular model used in
conjunction with the free-flight tests already mentioned is examined by comparing the motion calculated
including a particular term with that calculated ignoring that term.

I INTRODUCTION

The existence of an adequate mathematical model of an aircraft is essential to the understanding of
its dynamics and to the design of control systems intended to render it safe and to endow it with good
handling qualities.

It was in the context of the study of the stability of the aircraft's steady state that the earliest
form of mathematical model evolved. Here was developed a linearized model, in which the forces and
moments called into play by the deviations in the motion variables were assumed to be proportional to the
said deviations. The linearized model so evolved centred around the concept of a force or moment deriva-
tive and is clearly well suited to an analysis of the stability of an aircraft. Not unnaturally the same
model was pressed into service to calculate the response of an aircraft to control inputs by the pilot or
to external disturbances, such as a gust. Its success in the treatment of seemingly quite violent motions
of this kind may be not easy to understand at first sight. To appreciate why such a simple model should
be so successful it is necessary to examine the problem as expressed in terms of normalized variables,
which are the appropriate non-dimensionalized counterparts of the state variables. We are then concerned
with parameters of the form u/Ve, v/Ve (or its equivalent, the sideslip angle, B ), w/Ve (or its

equivalent, the angle of attack, a), P1/Ve, qt/V e and rE/V e . It is evident that provided V is note

small, quite large changes in the motion variables u, v, w, p, q and r fall within modest changes in
their normalized (or non-dimensional counterparts). Furthermore, away from proximity to the Earth, it
may be assumed that position has nil effect on the aerodynamic forces experienced.

By the same token it is possible to adapt this model to the treatment of the rapid rolling motion of
an aircraft, provided the speed in the equilibrium flight is sufficiently large, by the simple expediency of
incorporating second-order inertial terms, which are usually ignored in the strictly linear model.
However, the angles of attack and sideslip can attain appreciable values in such a motion which, in
combination with high Mach number, would indicate the advantage of generalizing the mathematical model by
using a formulation of the aerodynamics based on coefficients and their derivatives. Thus typically we
have,

Y = PVSCy ; Cy Cy(aB) + Cy(a,B) VI + Cr(a,) r

and

L V 2
SC1  ; C = C£(a,8) + Cp(a,8) V- + Cr(a) + Ctg(a, V

This represents an expansion of the force and moment coefficient around a notional steady state defined
by the instantaneous vilues, a, B and V . Such modified mathematical models have been arrived at on a
pragmatic basis, but Tobak and Schiff

2 
have shown that such formulations can be rigorously justified for

non-linear conditions, if the characteristic feature of hysteresis, multivalued aerodynamic responses,
are excluded. In the absence of these effects the transition from the strict treatment of a force or a
moment as a functional of the variables to its representation by a function of the above type is possible
as the formulation contains an adequate cognizance of the past motion. In addition to the presence of
high rates of rotation in the motion let us suppose that the speed is low. We are now entering upon
conditions in which even the normalized variables can become large. This would be the natural consequence
of manoeuvring to high angles of attack resulting in post-stall gyrations and possibly entry into a spin.
In these conditions the representation of angular velocity effects by coefficient derivatives, as in the



formulation given above, has to be questioned. It becomes necessary to incorporate these effects to a
certain degree, at least, within the general functions which form the initial terms of the expressions

for the force and moment coefficients. How is this to be done and how can the necessary validation of the
mathematical model be best achieved? These are the questions which the present paper considers.

2 THE GENERAL MAThEMATICAL MODEL

In a general motion the components of the acceleration 3f the centre of gravity of the aircraft
along a system of body axis are given by,

a y

where A =r0 -r _q

q p •P

Let us assume that the direction of the resultant axis about which the aircraft rotates is aligned with
the direction of the resultant velocity of the centre of gravity, so that,

u = [p] = Cos] = Cos a t cos 8

v q sin 9 s  sin als (2)

i Sn as sin Ott Cos a •

It then follows that

ax 1 -'~ Cos aay sin (3)

a in a .

provided a, 8S and a are constant, since5 5)

The resultant angular velocity is written as w to avoid confusion with a2 , which is the resultant of

p, q, r in a general motion.

For the particular motion being considered here the accelerations of the centre of gravity along the

air-path axis are given by,

a ay (4)

where S = Cos a sin 8 sin a S

- cos a tan a cos a - sin a tan

-sin a sec a 0 cos a sec sL sa SI
On evaluating the right-hand side of this equation we have,

a = V; a - 0; a a 0
Xa Ya Za

This demonstrates that if the velocity of the centre of gravity is fixed at its instantaneous value of V
similarly the incidence angles (at, 8. or a., 8S or o,A) a steady rotational motion of the aircraft

• -. ' . . ..... mw, .... . ito I.. .. .. .. ..
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would ensue, in which the aircraft performs a coning motion about the instantaneous tangent to the
flight path (> the direction of the resultant velocity, V) with some prescribed angular rate w

Expansions of the force and moment coefficients may proceed on the basis of such a steady motion.
Whilst the choice of the angles of incidence and the velocity for this motion seem natural, there is nostraight-forward bais for choosing a value of the coning rate. The formulation of the aerodynamics

arrived at by Tobak and Schiff in their analysis of Ref 2 corresponds to taking a to be such that its
component along the body x-axis is equal to the instantaneous rate ot roll, that is, w p sec a

In a steady spin, or a rapid roll essentially about the flight path, the direction of the axis of
rotation at a given instant is nearly aligned with the velocity vector, so that,

q' n
rt sin a

where 2 is the rtesultant angular velocity or
2= 2 2 2

22 + q + r

For this type of motion a , 2 and whilst Q2 p sec a 2 q cosec Bs  r cosec as , all these forms are

not equally appropriate for all flight conditions. Thus for small values of as and as  the two latter

forms are counter indicated. In most motions BS  is small but a. or a can be moderately large, as

in a steep spin, or very large, as in a flat spin.

In general, the resultant angular velocity is not aligned to the axis of the rotation and the question,
that faces us then, is what constitutes a reasonable choic of a steady coning motion with respect to
which the development of the forces and moments may be made. There are three motions, which are worthy of
further examination. These are,

(I) A steady coning motion for which w = p sec a , that is, one for which the component of the
angular velocity about the body x-axis equals the current value of the rate of roll.

(2) A steady coning motion for which w = p cos o + q sin B s + r sin a. , in other words, one for

which the coning rate equals the current component of angular velocity about the flight path (or the
direction of V).

(3) A steady coning motion for which w 2 + q + r , that is, one which has a coning
rate equal to the resultant angular velocity.

The particular choice may present advantages, or difficulties, according to the degree to which the
formulation of the force and moment coefficients can be simplified or according to the closeness of
approximation to the actual motion to be represented.

Each of the above steady coning motions gives rise to three steady components of angular velocity,
which we may designate, ps, qs and rs  These are given by the equations,

Fs = COS a =W Cos 0 W LCOS at Cos a

i sin 5 sinX sin o s  (5)

sin a cos X sin a sin at cos s

These give for the three motions in question,

(1) Ps P

2(2) ps = p cos o + (q sin B s + r sin a cos a
2

cos a + (q sin X + r cos X) sin a cos a

{(p cos at + r sin a t ) cos Bs + q sin Ba cos a t cos Bs

and

(3) p s cos a = I cos at cos Bas

For all three motions we may write,

- p sec o sin B - p sec a tan sand r ps sec a sin a ps tan at sec B.
qs P e o s 8 s  P e t 5a 5s s 5

as being convenient forms for computational purposes.

For the formulation of the aerodynamic forces and moments a given motion characterised by the set of
variables (V, a, B, p, q, r, a, ) is then regarded as a perturbation of the chosen steady coning motion.

.....A -



274 
'

Accordingly a force or moment coefficient is written in the form (k stands for X, Y, Z or , m, n),

C 6 ) + Ck( , 8, , 6) + C ( , ' ,*) ) + Ck( .* ,w*) ( 96)

+ Ck(U,6, ,= + Ck.~ T + Ck ~ * (6)

where w* p' = p - p q = q - q, r' r - rs  nd the first term represents the force or moment

during a coning motion with w constant and the motivators (control surfaces etc) centralized (as
indicated by the generic symbol 6 = 0). The second term represents the effect deflection of the said
motivators has on the coefficient being considered (6 would be replaced by C, n, , singly or in
combination, as appropriate). It is implicit in this formulation that it is convenient to treat this as
an additive effect. The remaining terms involve coefficient derivatives which strictly speaking should
be evaluated for the chosen coning steady state.

Some simplifications may be permissible for example, the influence of sideslip may not be signifi-
cant except within the first two terms. It may further be the case that all terms excepting that which
relates specifically to the steady coning motion are only weakly dependent on the coning rate. In this
case the expression for Ck  breaks down into simpler terms, thus,

C Vkk V= CkO(a 6 , 5 0) +Ck(a1, LZ., 6 = 0) + Ck , 6 ) + Ck(a) (RL. + Ck a 1

+C(a) C.(a) (7)(a
+kr (La + Ckm V + Cki (o) / (7)

On the contrary there could be an effect of motivator deflection on the derivative terms. For example,
a change in the value of n alters the value of, say, Ckr , in which case the term in this derivative

would appear in the form Ckr(a , 6) V .There is no 'a pr.'ori' argument upon which we can either

include or exclude such modified terms. In an expansion of the force and moment coefficient around the
steady coning motion it would be logical to have the values of parameters represented collectively by 6
adjusted to those corresponding to the steady motion, but this represents no simplification. Accordingly
current values of the motivator parameters would be used instead.

The third term of the expression just given refers to the main influence of the motivator deflec-
tions, that is, the direct effect on the derivative. It is assumed in the formulation that the contribu-
tions due to motivator deflection are approximately the same in the steady rectilinear flight defined by
V, a and 6 and in the steady coning flight defined by V, a, and w .

When the individual aerodynamic coefficients are considered further simplifications may be justified.
Examples of such simplifications would be accepting a linearized form for each of the contributions due
to individual motivators, thus the rolling moment coefficient contributions corresponding to deflections
, n and t would be written C (a, n) , Cn (a, )n and C Z(a) , say. It may be noted that in the

particular examples cited a cross-coupling influence is admitted in the modification of the aileron
effectiveness (C ) with the amount of elevator (tailplane) applied, as is likely to be the case when

differential tailplane is used for lateral control. Similarly we have coupling via the rolling moment
produced by a tailplane deflection in an asynmmetric flow condition (C U ).

There is also no 'a priori' case for dropping any of the cross-coupling terms in the expressions
given above, but this should not be taken to mean that all, or any of these terms, which are usually
neglected, are important. lie shall return to this question later.

In the foregoing discussion it has been tacitly assumed that dynamic analysis is made in terms of
aerodynamic quantities related to a body system of axes. For this axis system the steady state coning
motion used to develop the expressions for the forces and moments has an angular velocity corresponding to
components, which we have designated Ps, qs, rs . If the air-path axis had been adopted for formulating

the aerodynamic forces the steady coning motion has components of angular velocity of w, 0, 0 and the
expansion would take place about this datum.

A completely different approach to the construction of a mathematical model for high angle-of-attack
and rapid rotary conditions has been adopted by the aerodynamic design staff at BAe (Warton). In this it
is assumed that the influence of the high rotational rates can be embodied in a term Ck a, and that

this can be isolated from rotary test data (force and moment data obtained during a steady coning motion)
by transformation between axis systems assuming that the contribution due to the rate of yaw can be
represented by a derivative term C kr(a,0.

How this scheme turns out in detail may be illustrated by writing down the expanded forms obtained
for the force and moment coefficients in a particular cese,
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Cx  CX (a, n)

Cy C. (a, 6) + Cy(a, ) r + Cy(C( ) . + C 4yp(a) (at + + Cy()--,

Cz  C,(a, ) + Cz (a) 31 - cz () T

C n = Cn(, £)+ C P ) + C( 3)TJ + Cn(a, )& + C (a)( + C() + CnA(a)2. 2 .'V) U~
1

' 9 RE r V V

n n2. rIn~a )n+
(a'd n) + , nf In +(cc + Cn(IC+ C~(Q -V + Cn*(a) L

and

C C (a) + C (a, T) + C (a) TV + C()-
m m m mq V m

The representative length X was taken as b in C. and C but as c in C , to conform with the
notation scheme adopted here. n m

To some extent the ready availability of the data in the above form brought about the adoption of
this partic).;Ir mathematical model as the basic one to be used in the planning of the free-flight model
tests to be described later.

We now turn from consideration of the nature of the mathematical model to the means by which experi-
mental validation of the adequacy of a particular model might be sought.

3 VALIDATION OF THE MATHEMATICAL MODEL

In order to justify the use of a particular mathematical model in design studies it is necessary to
demonstrate that it represents sufficiently faithfully the behaviour of the aircraft (or a scaled model)
over a range of possible motions. The ultimate test here is, of course, its capability to predict reason-

ably accurately all features of the motion in free unrestricted flight. Data of this nature could have
been obtained from tests of a fully-instrumented aircraft, but such tests are potentially hazardous as is
borne out by the losses suffered during spinning tests. This caused us to opt for a quarter-scale model
of a typical combat aircraft as the test vehicle.

3.1 Free-flight model tests

The model used in the present series of tests are unpowered. For ease of handling on the ground
they are carried on a trolley, which is so designed as to enable the model to be lifted clear of the
ground and trolley by means of jacks. From this elevated position the model is lifted off by a helicopter,
to which it is attached by a cable about 50 m long. As soon as the weight of the model is removed from
the jacks they retract automatically and rapidly to reduce the possibility of damage to the model during
lift-off. To provide greater safety and stability on tow the cable is ballasted by additional mass and a
drogue parachute attached to the rear of the model. Once the helicopter has towed the model to the
required height a trial run do-n the range is made. Provided everything is satisfactory during this dumsy
run the actual run is made :sL the desired speed and height towards the release point. When cver the

release point the flight observer simultaneously releases the drogue from the model and the latter from
the cable.

As at present arranged the control-surface inputs are initiated by a timer mechanism and are thus
preprogrammed. At the completion of a test a recovery sequence is initiated by either the above-mentioned
timer mechanism at some preset time or by a barometric switch operating at some preset height. The
recovery sequence consists of the application of fully-up tailplane followed by forcible ejection of an
auxiliary parachute, which pulls out a cluster of recovery parachutes. The up-tailplane deflection acts
as a safety recovery measure in the event of failure of the parachute system.

Data from on-board instrumentation provides measured values of the linear accelerations alone each
axis, angle of attack, angle of sideslip (strictly t , see notation), the angular acceleration (p, q, r),

the angular velocity components (p, q, r), the attitude of inclination and bank (e, 0) as well as the
speed over a wide range in the angle of attack. The data are recorded using the telemetry and data
recording systems already available at the range. Other data are available from trajectory observations
and these are the speed (V), the angle of glide and the angle of track of the aircraft model. Some
redundancy of information is implied in this comprehensive set of measurements and in due course full use
is to be made of this fact. Certain compatibility tests can be made using the two sets of data. There
is the usual difficulty in obtaining a uniformly high standard of measurement for all quantities.

In the longer term it is hoped that some generalized form of 'parameter identification' technique
may be applied to the data to yield some of the terms in the mathematical model. For the present purposes
the ideal free-flight test programme would consist of a steady progression from the simplest to the most
complicated form of motion. Thus, as a start the model would be flown in a series of trimmed glides.
This to be followed by small amplitude motion of either essentially longitudinal or lateral type. Next
would come post-stall gyrations of differing form and severity till spin-entry conditions would be finally
reached. Pressure to extend the work in other directions with a more immediate application to current
projects caused us to partly abandon this basic research approach. However, as an immediate overall check
on the usefulness of the mathematical model it is possible to compare the history of the measured motion
with that predicted. A number of such comparisons have been made and we now examine a sample of these.

The first set of curves (Figs I and 2) refer to trials 5 and 6, which were intended to produce
identical motions on the assumption that gusts and launch distributions were sufficiently small to have
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had a negligible effect on the motion during its later stages. In these trials the model left the cable
with a speed of 37 m/s and at its trim angle of attack when on tow, 30 (this angle is always low due to
the large drag force of the drogue parachute). The tailplane angle was -60 whilst both the differential
tail deflection and the rudder angle were zero. On release the aircraft model experienced a transient
motion in response to the o't-of-balance forces and moments and an interval of about 7.5 seconds was
allowed for this motion to damp out. The application, at approximately this time, of 300 port rudder
launched the model into fairly violent post-stall gyrations with a large content of rolling. This
strongly coupled motion drove the model to angles of attack well beyond the 250 of the near-trim condition,
see Fig 2.

There are slight differences in the timing of the control inputs during the two drops and response
of the model reflects these. Furthermore, larger disturbances appear to have been present during the
release in drop 6 as compared with drop 5. Figs I and 2 refer specifically to drop 6.

As regards the comparison of predicted and measured behaviour it seems that there are additional
disturbances present, which are not accounted for in the prediction. The calculated excursions in side-
slip following rudder application are larger than those measured.

The degree of mismatch (in Fig 2) is greatest for the rate-of-roll history and it is considered
that this reflects the inability of the particular mathematical model used to represent the angular
velocity effects accurately enough.

Incidentally the ease of recovery from such a post-stall gyration was examined and it was shown that
reduction of the up-tailplane angle combined with centralizing the rudder brought about a prompt return
to normal flying conditions.

An earlier trial (drop 4) had explored entry into one of the spin motions that the configuration is
capable of executing. Calculations had indicated that entry into the particular spin investigated during
drop 4 could be effected by increasing the amount of up-tailplane from -60 to -120 after about 5 seconds
of flight, followed, about 2 seconds later, by combined application of full port rudder (+30') and against-
spin differential tailplane (-50), see Fig 3. As can be seen from Fig 4 appreciable and highly oscillatory
roll rates ensued combined with large rates of yaw of a less oscillatory nature. Associated with these
angular rates are a marked growth in the angle of attack and a departure trend in sideslip.

After about 10 seconds of flight the model began to settle into the intended spin motion, which was
characterised by an angle of attack of about 720 and a nose-down attitude of about -250 on average. The
spin rate was one turn per 2.2 seconds (this is model rate, which is twice the full-scale rate).

Here again the predicted motion is generally more oscillatory than that measured and, as before,
this is an indication that the mathematical model is not sufficiently represenLative when high rates of
roll and yaw are present. Calculations had indicated that full up-tailplane, reversed differential tail-
plane and neutral rudder would bring about a rapid recovery from the spin. The trial confirmed this
finding as can be seen from Fig 4.

The computer-based studies had shown that the aircraft model was capable of executing a fast, flat
spin. It was further found that, if during the previous spin mode the tailplane was returned to its
neutral position the rate of rotation increased and so did the angle of attack with the result that the
aircraft model entered a fast, flat spin. Thus for drop 7 the results of which we now examine, the
opening stages of the motion were nearly the same as for drop 4. Such differences as exist were not
intended. Once the model was established in the spin previously described the tailplane was centralized,
but the rudder and differential tail deflections were maintained at their previous values of +300 and -50
respectively (see Fig 5). As can be seen from Fig 6 the model soon entered the expected flat, fast spin,
characterized by angles of attack of about 850, a very small nose-down attitude and a high rate of turn
(one turn per 1.17 seconds). Once again the type of discrepancy between the predicted and measured motion
previously noted is still present.

Among the drops already made were two which featured small amplitude 'Dutch-roll' type motions
covering the angle-of-attack range, 200 to 350, approximately. In the first of these, drop 9, the aim was
to apply in two stages tailplane angles of -60 and -lO

°
, which were expected to give near trinmed condi-

tions in which the angles of attack would oscillate around 200 and 250 respectively. Calculations based
on previous experience had suggested that random launch and other disturbances would suffice to excite the
Dutch-roll motion. Apart from the fact that the upper level achieved in the angle of attack was somewhat
lower than 250 these objectives were realized. On the contrary in drop 10 the mean angles of attack
reached, as a result of using tailplane deflections of -100 and -15o were somewhat larger than expected.

An examination of the recorded data for drop 9, see Fig 7, points to the presence of sustained
lateral inputs since the aircraft model enters a nearly steady turn. Shown on the same figure is a
calculated history of the motion..assuming the presence of rolling and yawing moments during most of the
motion as indicated in the figure. No ready explanation of such inputs is forthcoming as attempts were
made to immobilize the rudder during these two trials and there was no direct evidence to suggest that
either rudder or differential tailplane was at other that zero setting. The fact that the Dutch-roll
oscillation is superimposed on a more or less steady turning motion does not inhibit in any way the
analysis of the motion on a linearized basis using one of the established parameter-identification methods.
In the present analysis the derivatives C C , C and C were allowed to vary in order toC y 6, t , C s , p n p

obtain the best match between measured and calculated values of the following motion variables - angle of
sideslip (B = 8 ), rate of roll (p), rate of yaw (r) and the sideways acceleration (A y) - for certain

portions of the history. Figs 8 and 9 show the degree of match obtained whilst the results obtained for
the individual derivatives are displayed in Fig 10 where they are compared with some wind-tunnel measure-
ments and estimates. Of the differences that are shown by these comparisons the most striking are those
present in the Cn results. It should be emphasized that these are preliminary results and it is too
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early to ascribe the discrepancy to any particular effect. However, it has been noted in tests on
another configuration that a long probe of the sort fitted to the nose of the model can have a significant
effect in the angle-of-attack range where the differences are most marked in Fig 10. If later tests
confirm the trends indicated by the above two trials it will be necessary to modify the mathematical
model, which was constructed on the basis of data drawn from various sources. How far we shall fall short
of the ideal of having a comprehensive set of wind-tunnel tests on an aircraft model identical with one
of those flown remains to be seen.

3.2 Supporting wind-tunnel testing

It is evident from what has been said already that there is a need to establish a wind-tunnel test
procedure to give data for the synthesis of the mathematical model and to this end the wind tunnel must
also play its part in the validation of the assumptions made in the course of formulating the mathematical
model. The constraints imposed by wind-tunnel tests represent on the one hand undesired restrictions on
the motion (hence the need for free-flight tests), but on the other hand they can by reduction of the
number of variables involved enable particular features of a mathematical model to be examined in isolation.

The coning motion about the relative velocity direction is a key feature of the generalized mathe-
matical model as envisaged. Furthermore there seems to be general acceptance of this conclusion and this
has accounted for a resurgence of interest in rotary rigs. New rigs of this type are being developed and
brought into use in a number of countries. What emerges from our deliberations thus far is that there is
not such a universally accepted view on how to utilize the data output of rotary-rig tests.

If the generally acceptable mathematical model conforms to the formulations outlined in this paper,
the rotary rig is a means of providing the data for the opening terms of the expansions for the force and
moment coefficients. Whether it is, in general, necessary to retain a general single function or whether
this can be split into two simplified terms remains to be demonstrated. Strictly speaking the derivative
type terms should be evaluated at the datum condition of the steady coning motion and the development of
rigs to comply with this requirement could pose difficult problems. This being so it seems all the more
necessary to ensure that there is a real need to return to the most general and basic formulation outlined
in order to achieve an adequate mathematical model. In this context the measurement of forces and moments
during some specialized forms of motion in a wind-tunnel merit careful consideration. Four such motions
are suggested and these are:

(I) Rotation, about a liure through the model's centre of gravity parallel to the airstream, during which
the speed of rotation is varied.

Here the three steady coning rates w1' v 2 and w3 are all equal to the instantaneous rate of

rotation. Hence in accord with any of the proposed mathematical models it is expected that the forces and
moments at any instant of the motion equal those generated during a steady coning motion about the
relative velocity vector with a rate equal to that of variable motion at the given time. Thus
Ck(a , " (t)) - Ck(a , , w ), w = const = w(t). However in the same type of experiment it is

possible to arrange for the rate of rotation to be a perturbation of a steady rate. For example, suppose
W 0 WO + sin rt , w ,, 1 , then we may treat the motion and the aerodynamic coefficients as

perturbations around the steady coning motion defined by V, at, 8S  and w. " The perturbations in the

angular velocity components are,

P' = W, sin Vt cos at cos as

q' = w, sin Vt sin a s ,

r' - w sin vt sin a t cos 8 s

In the motion in question the values of the angle of attack (at) and the angle of sideslip ( s) remain

invariant. When considered as a perturbation of a steady coning motion the test would enable a check to
be made on the validity of a derivative formulation for the incremental force and moment coefficients due
to p', q' and r' . In the particular case mentioned these would vary in a cyclic manner and vanish for
vt - nn , where n is an integer.

(2) Rotation about a direction through the centre of gravity of the model, but not aligned with the
airstream direction. This motion may be interpreted physically as corresponding to a general rotational
but still rectilinear motion. The kinenatics of this motion and the setting of the model attitudes for a
test of this kind are discussed fully in Appendix I.

During this motion the angle of attack (at) and the angle of sideslip (8s) vary and the amount of

variation can be adjusted by either altering the direction of the axis of rotation or the rate of rotation

about a fixed axis direction. The forces and moments acting during the motion depend or. all parameters,
that is, a, 8, a and A are added to the parameters involved in motion (I). During these tests the
motivator settings may be held at zero or constant deflection.

Non-alignment of the angular velocity and the linear velocity will provide an opportunity of assess-
ing the most appropriate datum steady coning motion (about the linear velocity direction) with respect to
which expansions of the functions for the forces and moments may be developed.

(3) A rotary motion about a line offset from the centre of gravity of the model, but parallel to the
directiott of the airstream, so that the resulting motion is analogous to a spin motion. The centre of
gravity of the model describes the equivalent of the aircraft's helical path.
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The angles of incidence (at, 0s) differ somewhat from those for the corresponding steady rotation

about the airstream direction passing through the centre of gravity of the model by an amount, which
depends on the magnitude of the parameter, Xw = wr/V R , see Appendix 2.

This particular motion is the basis of a test that can be used to check that the effects associated
with the angular velocity can be superimposed upon the angle-of-incidence effects, as given by static
wind-tunnel tests.

(4) If a varying rate of rotation is introduced into the motion just described, we shall have all the
features present in motion (2). Such a variant of the spin motion would provide a basis for checking all
aspects of the mathematical modelling.

The properties of a number of motions having been examined, we pass on to outline in some more detail a
wind-tunnel test programme for validation of the mathematical model and acquisition of data.

3.3 A possible series of wind-tunnel tests

In what follows various expressions are given for a typical coefficient symbolized by Ck . The

first is the general form in each case and implies no assumption other than the functional may be replaced
by a function. Other expressions follow this and Ck  is written as approximately equal to some expansion

or other. These forms are at present speculative and it remains to be seen how far the approximation by
simplified forms can be pressed in individual cases.

(I) Static tests

Ck = Ck(a, 3.,)

Ck(1, a, 6= 0) + CkC(c,8 , + Ckn (a, )n + Ck,(a, ,n)

Cka, B ,6 = 0) + Ck&(a,n) + Ckn (u)n + Ck(a, r)C . (9)

Here we shall drop the suffices on a and B so that these should be interpreted as a and Bs
t s

The symbol 6 is used as a generic symbol for motivator deflection, so that in the particular case
developed 6 stands for &, n, C either individually or collectively.

(2) Steady coning about the airstream

In this case

Ck Ck(a..3,2V,6 . (10)

It may be possible to replace this relationship by one of the following forms,

Ck k C(a. 3, ,d=o k(a, C., >+C(a. 9,+C.(.B

Ck\.. -,B ) + Ck (a ,8,n + Ck(a, a) n + C(0

-CkaB 0., =a + Ck (a , n) + Ck(a) n + Ck (a,ri .()

The first term in these last three expressions may itself be capable of being broken down into two simpler
terms, thus,

Ck ,., -- , =0) Ck(a,B,6 = 0) + Ck , =,6 0

It is evident that if some of these simpler forms are acceptable certain of the terms are already avail-
able from static tests.

(3) Coning at varying rate about a line in the airstream direction through the
centre of gravity

With w w 0 + 'I sin )t , say, we have constant angles of incidence and the value of a coefficient

at time t is the same as that for steady coning at the rate w - w(t). This latter is available for a
range of angular rates from the tests under (2).

Alternatively if wi - W0 we may write

Ck Ck(a,,-. ) + Ckpa, _V Ckq(a,8 V. $ Ck,(a. (2

where p', q', r' are expressible in terms of wI sin vt , a and B.
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It will be particularly interesting to see whether the two formulations implied here are equally
successful, or if one is more so than the other which that is.

(4) Coning about a line through the centre of gravity not parallel
to the ars tream

In this case the aircraft model is rotated with an angular velocity w , say, about an axis the
direction of which is defined by a W, BW (analoguous to but not equal to the incidence angles a a).
We have,

Ck  - Ck  8, B, (13)

Here the wind-tunnel set-up simulates a general rotational motion in which the centre of gravity of the
aircraft describes a rectilinear path. A test of this type permits us to assess the relative merits of
the different choices for the coning rate of the steady datum condition with respect to which the
expansion of Ck  is developed. We have already mentioned three such coning rates (see section 2) and let

us designate these w1, e2 ' w3  respectively. The components, with respect to the body axes, of the

angular velocity of the aircraft model are given by,

[ sin X sin a sin (14)

cos A sin a sin a cos

For the three steady coning motions to be examined the rates of roll are,

Psi , 'I cos a - p,

Ps2= c2 Coas a t cos s

Ps3 fi 3 Cos a - W3 Cos at Cos B5 .

while in each case the other two components qsn' rsn are related to the rate of roll psn by the
relationships,

qsan ' Psn sin X tan a - pan seca t tanB

n - ,2,3
rsan ' Psn cos A tan a -p an tan a t

In accord with the proposed scheme for formulating the aerodynamic coefficients we write,

Ck ft Ck  , 0, -- , kp Ckq Ckr LV1+ Ck; V£_ k.£ r

In this motion the angles of incidence (A, a or at, Bs ) change during the test and the first term in the

above expression represents the value the particular coefficient Ck has in a steady coning motion about

the velocity vector, V , for which the angular velocity is constant and equal to W , whilst a and 8
are constant and equal to the instantaneous values of these angles. Furthermore ws a 11, W2 or w3 and

p P-p an

q' q - n

r' r- r
sn

The individual terms of the above expression are open to the same treatment as those which occur in the
motions already discussed.

There are two ways in which a given motion may differ from a steady coning motion namely through
varying coning rate (as in 3) or by misalignment (as in 4). Another form of misalignment is that in which
the motion of the model simulates spin conditions, that is, rotation takes place about a line parallel to
the airstream, but offset from the centre of gravity of the model. A varying coning rate may be
introduced into this form of motion and the effects of doing so are now considered.

AA
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(4a) Rotary motion about the tunnel axis, with variable rate of rotation and
the model's centre of gravity offset from the tunnel axis

The angular velocity of the model may take on any form, in principle, but let us examine the case
where

W= WO + W1 sin vt (16)

where w0 and wI are constant.

As shown in Appendix 2 the angles of incidence are given by,

tan at = cose tane +r sin

te e V R Oe

and

+ siB = sin O sine -e s cos
I R

2 V2 2r2
where VR - V + w r and V is the tunnel airspeed.

Since by virtue of equation (16) the angular velocity varies with time, so do the angles of
incidence, at and 8 . Accordingly terms in & and A must be added to the expression for a typical

aerodynamic coefficient Ck * Furthermore, as explained earlier, we may write

Ck - Ck('a ' . R' + Cka ' ) + Ck( , ) (17)

in accord with the suggested formulations for the general case. Here a, 8 and w are the instantaneous
values of these parameters at time t . The leading term of this expression may be simplified as
indicated earlier, if this proves to be justified.

If WI is small compared with w0  an alternative interpretation is permissible, namely to regard

the motion as a perturbation of the motion for the constant angular velocity, w0 . With this approach
we write

ck  k  +kp sVR/vFR R , V + ,VR v

+ C,.~B ( 3,w )T Cki (' (18) i

The terms of this expression are open to the same simplifying treatment as accorded to terms in other
motions should such simplifications prove valid.

Although some of the motions just outlined may present no difficulty and could thus form part of a
data acquisition scheme, others may be more troublesome. It is possible, of course, to envisage a more
direct means of providing aerodynamic data. Just as it is appropriate for say departure studies to
perform oscillatory tests around a datum flight condition defined by at and Os (usually reduced to at

8 - 0), so more generally oscillatory tests may be made with respect to a datum flight condition defined
by a, 8 and w (a steady coning motion). Rigs of this kind are clearly more complicated than existing

oscillatory test rigs. If some of the speculations made here are found to result in adequate representa-
tions of the aerodynamic coefficients, we may not need such rigs for they may be capable of being replaced
by existing rigs (or developments of these) for the determination of some terms in the expansion of the
coefficient. The question which must now be resolved is whether the problems associated with the conduct
of tests involving different rotary motions are significantly less than those involved in the design of
the generalized oscillatory rig.

4 SOME STUDIES IN SENSITIVITY OF PREDICTED MOTIONS TO CERTAIN PARAMETERS

In a formal manner many novel features have been included in the mathematical model. For instance,
we have not excluded interference effects due to the deflection of particular motivators, which give rise
to derivatives such as Ck4(a, rl) or Ck&(a, n). All primary effects, however small, have been included

although it has been customary to ignore some of these in the linearized model. The derivatives Cyp and

Cyr come in this category. Cross-coupling terms, representing forces and moments which couple the

longitudinal and lateral motions, are also not excluded. In this way there is a danger of over complicating
the mathematical model and thereby rendering interpretation and analysis (parameter identification) more
difficult. It was considered worthwhile even on the basis of the mathematical model adopted for the
planning of the free-flight tests to make an analysis of the sensitivity of the predictions to the
inclusions or otherwise of certain terms. We now consider the results of the studies so far made.
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4.1 Effect of ... and C Yr

It has long been customary to ignore these terms in calculations using the linearized model.
However large values of the rates of roll and yaw in departure or spin entry flight conditions urges
caution in doing so when these conditions are the subject of investigation.

The calculated histories of drops 6 and 7 have been chosen for the present anplysis. As shown in
Fig II the quality of the agreement is hardly affected for any of the variables 0, S, p, q and r by
ignoring the Cyp term in predicting the motion for drop 6. The influence of the same term was examined

in the case of drop 7 and the effect of ignoring the Cyp term is very small.

Since it is found that as expected the omission of the term in Cyr affects the motion to the same

slight degree, the results are displayed only for the case of drop 7 where large rates of yaw occur.
Even so the predicted motion with the CYr term ignored is in close agreement with that predicted
including the contribution of the Cyr term except near the end of the test programume (see Fig 12).

This phase of the motion corresponds to a reduction in the amount of up-tailplane applied (-240 to -60),
the intention being to return to normal flying conditions. It turns out that this action is a little
premature in that the cate of yaw is still high (about 1000/). This combined with a reduction in the
angle of attack below 400 accounts for the local significant effect of the CYr term.

However, in the light of the overall discrepancies between predicted and measured motion histories
it is considered that there is no strong case to be made for including the contributions of the rate of
roll and of rate of yaw to the sideforce.

4.2 Effect of tailplane deflection on Cy(0,8), C1 (a,) and Cn(aB)

The large close-coupled tailplanes of present-day combat aircraft, when deflected to provide control
in pitch, can affect the force and moments due to sideslip. These contributions to the sideforce, rolling
moment and yawing moment vary with the angle of attack. Within some range in the angle of attack their
magnitudes for the configuration featured in the free-flight tests are such that it is advisable to include
them within the mathematical model adopted for prediction purposes. Nevertheless it is interesting to
examine the result of omitting each of the effects in turn individually. These contributions to the
force and moment coefficients have been linearized with respect to both sideslip angle and tailplane angle
and so give rise to derivatives Cy8,(m), Cto8 (a) and Cn (a).

Ignoring the sideforce derivative C Y n has only a small and localized effect on the predicted
motion, see Fig 13, in the case of drop 6. For the same drop the omission of C t n has a somewhat more

persistent effect, but this is still small when compared to the differences that exist between the
predicted and measured histories, see Figs 14 and 2

When the contribution of the tailplane deflection to the yawing moment coefficient due to sideslip,
represented by the derivative Cnan , is omitted in the calculation of the motion for drop 6 the effect

is little short of startling. Instead of a normal recovery from the post-stall gyration the calculations
indicate a departure into a fast, flat spin in opposite sense to the yaw rate experienced earlier in the
motion. Examination of the histories of a, 8, p. q and r displayed in Fig 15 shows that up to
15 seconds from the release of the aircraft model there is a slight but progressive shift in the oscilla-
tions in the variables a, 8, p and q particularly in the sideslip angle (8). Superficially the
differences do not seem significant but the very oscillatory nature of the motion means that a small shift
in phase can result in, for example, the values of the sideslip angle in the two predicted motions being
of opposite signs. Thus a careful and detailed analysis of the variation of the different contributions
to the total rolling and yawing moment coefficients is necessary in order to explain the precise manner
in which the (aircraft) model's behaviour differs according to which mathematical model is used.

The difficulties associated with providing such an explanation are more readily appreciated by
reference to the equations of motion, see Appendix 3.

However, there is in these results a clear indication that conditions must be near to critical as
regards departure into a spin. As a check on this another computation was made in which C n assumed

its non-zero values only over the angle-of-attack range 20 deg to 50 deg. The calculated motion is now
in fair agreement with the original prediction, that is, with Cue n as a function of the angle of attack
throughout the full range, as shown in Fig 16.

We now examinp the motion of drop 7 in the same way. Again it is found that the nature of the
motion is hardly affected by the neglect of the sideforce contribution due to the combined effects of
sideslip and tailplane angle. The results of this calculation are not displayed. If, however, the rolling
moment contribution from the same source is ignored, that is, C to is set to zero, significant, but

still undramatic, changes are noted in the history of all the motion variables (see Fig 17). In parti-
cular, the angle of attack increases more rapidly and the rate of yaw is numerically larger. It is
interesting that the amplitudes of the oscillations are reduced, but the agreement with the test results
remains on the same level as for the basic prediction (of Fig 6). Moreover, there are indications that
the prescribed recovery action would be ineffective in the absence of the C to term.

Smaller changes yet occur if the yawing moment due to combined sideslip and tailplane angles is
ignored. This involves setting the Cunn derivative to zero and as can be seen (Fig 18) the effect on

the motion is negligible except during the closing stages of the test. Here again the recovery action
seems likely to prove ineffective in the absence of the Cn n  term.

A.nAA
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4.3 Effect of tailpiane deflection on the force and moments generated by differential
tailplane deflection (effect of C Y 1f , C1  and C )

In the free-flight model tests roll control is effected by differential deflection of the port and
starboard tailplane panels. The forces and moments generated in this way are subject to appreciable
modification according to the amount of tailplane applied and these effects are represented by derivatives,
CynDI C "D and CnnDn , which are complicated functions of the angle of attack.

There being no differential tailplane applied in the course of drop 6 the effect of ignoring each
of these derivatives in turn can only be examined in relation to drop 7. Once again it is seen that the
influence of the sideforce contribution (due to C ) is extremely small except in the recovery stage

YnDn
where it assumes some significance in the reduction of the magnitude of the'rate of yaw (see Fig 19).
Neglect of the rolling moment contribution, however, has a dramatic effect on the predicted motion (see
Fig 20). Instead of an entry into spin conditions, as in the original prediction, the calculations now
yield numerically much reduced rates of yaw and a containment of the angle of attack. This results in a
return to low angle-of-attack conditions and the calculation is terminated by want of data for negative
angles of attack. The values of all the motion variables begin to differ from the instant at which
differential tailplane is applied (about 7.5 seconds). These differences are most pronounced in the case
of the yaw rate during the next 2 seconds, see Fig 20.

Neglect of the yawing moment due to combined differential and symmetrical tailplane deflection has
a significant, if less dramatic, effect on the motion associated with the control inputs for drop 7 as
can be seen from Fig 21. Here again there are indications of the inadequacy of the prescribed recovery
action when C is taken as zero.

4.4 The effect of tailplane deflection on the damping-in-yaw
(influence of the C term)nrn

Wind-tunnel tests also indicate that the damping-in-yaw moment would be dependent on the tailplane
deflection and this is represented by a derivative C in the basic mathematical model. Such a momentnrn

derivative arises in much the same manner as the corresponding sideslip derivative, Cnan * If in the
calculation of the motion for drops 6 and 7 this additional damping term is ignored the motion changes to
that displayed in Figs 22 and 23. Here again both calculations would predict entry in much the same
manner into the fast, flat spin, but with no C term the indications are that the spin motion persists
in spite of the attempt to recover.

4.5 Influence of cross-coupling terms (Cnq and Cmr

In Ref 2 Orlik-RUckemann has demonstrated that at large angles of attack significant forces and
moments of a cross-coupling nature can arise. Unfortunately no wind-tunnel data of this kind are available
for the configuration which forms the subject of this investigation. To provide some assessment of the
relative importance of these terms in the calculation of the motion for the inputs of drops 6 and 7 it is
assumed that C has the constant value of 0.25 in the angle-of-attack range indicated in Figs 24 and 25nq

and is otherwise zero.

The assumed non-zero values of C are given in Fig 26.mr

In both the cases examined the inclusion of a term in C of the above magnitude produces somenq

significant localized difference, but the overall effect on the two motions is small, see Figs 24 and 25.

The influence of including non-zero values of Cmr on the predicted motions for drops 6 and 7 is

small and so only the results for drop 7 are displayed, see Fig 26.

It is important to stress that the values assumed for the two derivatives C and C arenq mr

arbitrary. In particular, these derivatives are certain to exhibit greater variation with angle of attack
than is implied in these assumed values. The derivative C , which has not featured in the present
sensitivity study, is probably smaller and more subject to variation with angle of attack.

5 CONCLUDING REMARKS

The present preliminary examination of the nature of what is likely to constitute an adequate mathe-
matical model of an aircraft for the calculation of large excursion motion such as encountered in spin
entry conditions has led to the following specific conclusions.

(I) Only a specially designed series of wind-tunnel tests in combination with free-flight model tests
can provide a comprehensive validation of the basic framework for the mathematical model of an aircraft
for the above mentioned flight conditions.

(2) In addition to this fundamental role the free-flight model is a useful vehicle for the testing of
recovery techniques, influence of control systems and spin prevention systems. It, therefore, has an
important part to play in the testing of specific projects and their systems.

(3) Comparison of predicted and measured motion histories indicate some shortcomings in the particular
mathematical model used for the predictions. A mathematical model adhering more closely to the proposed
form discussed in the text could be more successful. However, it has not been possible, at this stage, to
construct from the available aerodynamic data a mathematical model based on any of the three basic steady
coning motions, but it is hoped that this will be attempted in the near future.
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(4) It seems that free-flight test technique yields data of a sufficiently high quality to permit
analysis using parameter identification techniques.

(5) The sensitivity of the predicted motions to detailed changes in the mathematical model as determined

by the addition or omission of certain terms leads to the following observations.

(a) The motion, in each case, is relatively insensitive to changes in the sideforce coefficient
contributions from sources other than sideslip (and possibly rudder) alone.

(b) It is difficult to generalize about how changes in the effect of tailplane deflection on the
rolling and yawing moments due to sideslip affect the calculations, as their influence can vary from one
type of motion to another. It is considered advisable to include such terms unless there is good reason
to suppose that the derivatives themselves are numerically very small.

c) In the case of an aircraft equipped with differential tailplane for roll control it seems
essential to include the effect of the symmetric deflection of the tailplane (elevator effect) on both the
rolling and the yawing moments due the differential deflection.

(d) Other cross-coupling terms seem relatively unimportant.

(e) There is no clear indication that adjustment of even the more important aerodynamic effects
listed above could significantly improve the overall match of the predicted and the measured motion.

(6) The partial success in calculating the response of the aircraft model to the various control inputs
suggests that some of the simplifications discussed in section (3.3) are justified in the present
application.

NOTATION

The notation used here is basically that of R & M 3562 (Ref 1).

Aerodynamic coefficients

X Y Z
C C = 2 C .JP pVS 'P y pVS " z pVS

C L C = M N

JPV 2 Sb Vm V2S, Cn - pV 2Sb

Thus the representative lengths used are

t = 11 Z for longitudinal motion quantities,

Z 2 Z2 2 b for lateral motion quantities.

Coefficient derviatives are based on these and differ from the usual US derivatives, in particular,

Cmr 2 m 2 ; (-"7b'

r 4)v

I 'Cn
nn

In Fig 10 the derivatives plotted are the usual US derivatives, eg
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0

If OP represents V,
then OR represents u
RS (=QP) represents v
RQ (=SP) represents w.

CoS=u/V; tank=v/w;
sinN=v/V; tanat=w/u.
sinas=w/V; tanpt=v/u.

If instead OP represents w (angular velocity)
then OR represents p
RS(=QP) represents q
RQ(=SP) represents r

In place of at the angle QOR is ac,
1% .. - POQ is P.

Fig 27 Definitions of angles of incidence and angles defining
direction of axis of rotation
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Fig 28 Illustration of invariance of direction cosines of a
line through the origin following rotation of axes
about it
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Fig 30 Rotational motion about an axis, parallel to the
direction of V but offset from the origin
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Appendix I

ROTATION ABOUT A LINE OUT OF THE PLANE OF SYMMETRY OF THE MODEL
AND STARTING FROM AN ASYMMETRIC ATTITUDE

Definitions of angles used in the following analysis are given in Fig 27. Those defining the
direction of th, relative stream in the body axis system are the well-known pairs of the angles of inci-
dence, of which the mst commonly used are the angle of attack (a t) and the angle of sideslip (B.). It

is, in the present context of large angles, necessary to make the distinction between these and the pair
c s , 8 t .

In an analogous manner we may introduce angles which define the direction of the angular velocity
vector in the body axes, such that a corresponds to a and 8 to Bat a S

When rotation of the body axis-system occurs around the line defined by a. and 8 it is evident

(see Fig 28) that the direction cosines of the line remains invariant with respect to the axis system.
if Oxiyiz i  represent the initial position of the body axes and Oxyz the axes at time t , then, in

either axes, the direction cosines of the angular velocity vector (axis of rotation) are

cos a cos8 , sin B sin a cos8

Rotation about the line so defined through an angle wt brings the Oxi yii axes into coincidence with

body system of axes, Oxyz , at time t . If we introduce the abbreviations,

s = sin 8 , c = cos 8

s 2  =sin a , c2  = cosa

a a

and

S = sin at , C = cos at

the transformation matrix associated with this rotation is

S C + c2 C 9C(l- C) c2(s - C) + s S c s c;(1 - C) -s
a 2'1 2s1cI 2c, 2 2S]

Cl0 - C) -s CS C + s2(I- C) ccS + sSC( C)Ks~cI, 2e ' s C )J
2 22

-IS+ c2s2c (I - C) saci(I - C) ccS C + 2 c 1 0 - C)

If ae, 8e  represent the initial values of at, 8s  then the components of the relative ve'ocit- V in

the axis system Oxiyii are

V cos a cos B , V sin B e V sin a cos Be e e e e

Thus in the body system of axes at time t , Oxyz , the components of V are u, v, w where,

V u SW Cos a ecos B

v sin 8 (A[-))

sin a cos •

[wJ L e e 8.N

Evaluation of the individual components yields the following relationships,

u {C + c'c'(I C)}cos ae cos 8 + jc 2 slc 1 ( - C) + S2cS sin 8 + c 2 s 2c,(I - C) - sIS sin , c'os

- cos a aos os os cos(a - ) + sin B sin 
,

+ Cos Wt [os B{Cos ae - cos
2
8 Cos a cns(a - ae)} - sin B sin B cos 8 cos a] 

+ sin at in 8 coa 8 sin aa - cos a sin a sin 0a] (AI--)

Is B o w w e e .
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v C2Scl(l - C) - S2cIS)CaS a Cos Be + IC + s21(I- C)sin Be + jC2CS + s2s1Cl(l- C)S in ae cos Be

= sin B cos Be cs B cos(c - a) + sin Be sin e

+ Cos Wt Cos Bw Isin Be cos - cos Be sin B cos(a - aA - sin wt cos Be co. B sin (a - awe w - e e ee ,

...... (A -3)

= sIS + c2s2c2(1 - C)s Be + S2SlCl(L - C) - c2ClS sin 8e + 0 S2Cl(I - C) sin a cos e
V I 2s2 kC~os aecsB+I sc2c e+I+21o ose

- sin a Gas Be(GaS B Gas B cos( - e) + sin B sin B

+ os Wt (sin a - sin a cos
2  

- )) - sin e sin a sin B cos B}
tftcos ae e nw cos(ea -e e w

+ sin wt cos Be cos ae sin B - sin Be cos a. cos sB (A-4)

However, by definition, the various angles of incidence are related to u, v and w , as follows,

iu = CGos a Co Ga = Ga a
siin n A sin a sin B (AI-5)

Lw Linu s cos A sin a sin at cas j

As previously mentioned the most commonly adopted pair is the last and these are given by,

=sin 8 sin B.Jcos ae cos B a cos(aW - e ) + sin B sina

+ Cos Wt Cos B sin Be cos - cos S sin B cos(a- a

- sin wt cos Be cos Bw sin(( - oe) (I-6)

and

W + WG + W sin wt
w = tanae = =(I7
u t U U cos wt + U3 sin wt (AI-7)

U 2 U3

where Wl  = sin a cos B(cos Be cos B, cor(a - a ) + sin Be sin

W2  = cos Bel Sin a e- sin ae cos28e c°s(a - e)) - sin Be sin W sin cos S.

W3  = cos Be cos ae sin B - sin 6e  ns a cos B,

and U, - COs a Cos B acos Be cos Bw cos(o- ae) + sin Be sin B} ,

U 2 o Cos a os - s a as2B G oslo - ae ) ooin as a sin B Gas B2e~a sBe w d e

U3  = sin B sin a cos 8 - cos B sin a sin B

In the special case when the initial attitude is symmetrical and rotation takes place about a line in the
plane of symmetry the expressions simplify considerably since Be = 0, B = 0 . We then have,

-_ sin Bs  - sin wt sin(a - ae) (AI-8)

tan a sin a cos(a - a e) + cos wt sin a - sia a cos(a - ae)

Cos a cos(a - a) + cos wtcos ae cos a cosa. -e
)

sin a cos(a - a cos wt cos a sin(a - a(w ee - te)

Cos a cos(a - ae) + cos wt sin a sin(a - a ) (AI-9)

W e W W e

The latter result is tht which is obtained by direct analysis of this special case.

It is possible, of course, to derive these relationships by trigonometric argument. This can be
illustrated by considering the special case, Bw - 0, Be - 0 , W) irnitio.

Suppose the aircraft model is placed in a symmetr-cal condition with respect to the airflow or the
tunnel axis, that is, the axis Ox. makes an angle e ' say, with V(OP) and B. is zero, see Fig 29.

I e



Now let rotation at a rate w take place about another line OM in the plane of symmetry Ox.z. such

that X OM = a . After a time t the plane Oxiz. (that is, the plane X IMO) takes up the position

Oxz (or XMO).

If Q is the foot of the perpendicular from P on to MX, PQ is parallel to the y-axis, so that
if OP represents V then PQ represents - v.. Hence at time t the sideslip angle is given by the
relationship,

sin B - -P sin wt = - sin(a - ae )sin wt

The calculation of the corresponding angle of attack is somewhat more complicated. It is the angle QOX
in the triangle MOX , in which MOX = a , being invariant for the specified rotation.

Now ON = V cos(a - a)

w e

OS = V cos(a - a )Cos a
w e W

and since

QR = MS - QM cos aand

OR = OS + SR

where we may replace MQ by

MP cos wt = V sin(a - a )cos wt
and SR by e

MQ sin a) V sin(a - a )sin a cos wt

we finally have

QR =Vcos(a - as)Sin a - cos wt cos aw sin(a - ae)
and lcsa ed a%4a e

OR = V Csa -o~ a ) + cos wt sin aw sin(a - ae).

Thus
tan a = QR = sin a cos(% - ue) - cos t Cos aw sin(a -ae)

OR cos a cos(a - ae) + cos t sin 0 sin(a -a )
a e Wa a e

These results, in which the suffices s and t have been dropped, are in accord with those previously
obtained.

The relationship between attitude and incidence angles

Means have to be provided to enable the model attitude to be adjusted so that the direction of the
relative wind and the axis of rotation correspond to the two pairs of angles introduced in the above
analysis, namely, ae, Be  and a , B in the initial condition. To accomplish this four attitude angles

are required and it is expected that, as in the case of merely putting the model at incidence to the flow,
when two attitude angles only are required, the attitude changes are effected by rotation of the apparatus
about two axes in succession.

In the interest of simplicity and clarity the effects of elastic deflection and misalignment of the
tunnel flow with its axis are ignored in the analysis which follows. The second pair of attitude angles
sets the model at the desired :ncidence to the angular velocity vector (axis of rotation), whilst the
combined effect of the two pairs of attitude angles is to put the model at the desired angles of incidence
to the relative velocity. Expressed mathematically this statement is

[p Cos a Cos B )

= a sin 8  j S2 0 W-10)

[r L2n cos

and

Pu Cos a Cos B[vi
e ej V sin B $2 S (A-It)

na cos F0
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where SI denotes the transformation matrix associated with the first pair of attitude angles and S2

that associated with tit secouid pair of attitude angles. The forms of S, and S2 vary according to the

nature of the tunnel rig. Two common types are a yaw/pitch ( , 0) rig and a pitch/roll (0, 0) rig and the-
relationships between attitude angles and initial incidence angles for these are given below.

0 e rig

Suppose and 0 represent attitude-deviation angles with respect to a datum position in which
the body, x-axis and the axis of rotation lie along the tunnel axis.

For the two rotations represented by l and 0 the transformatioi, matrix is

Cos 0I cos I cos 61 sin - sin 0

S -sin I 1  cos 1

sin cos P1  sin 6, sin *, cos a

Similarly

Cs02 cos P 2  Cos 82s in '2 -sine2

S = -sin t2  cos i2  0

sin 82 cos @ 2  sin 82 sin @2 cos 02 .

If the product

$2S= m I  2  m3  say,

n1 n 2  n3

then in this case,

1 = os 2 Co s 0 2 cos 8 cos t1 - cos 82 sin 02 sin 1 - sin 82 sin 01 cos

ml = - sin c2 cos 6I cos 1 - cos t2 sin 0

n I = sin 62 o 2 cos cos 01 - sin 82 sin t2 sin l1 + cos 82 sin 0 cos

From the equations for p, q, r we have,

cos 8 s 02 = cos a cos B ,

- sin 1)2 = sin 8 , (AI-12)

sin 02 cos *2 sin sin B .

From the equations for u, v, w we have,

t1 = Cos ae cos Be

m sin e  
(A-13)

n, sin a sinB
e e

yv abination of the expressions for C,, m, n, the following relationship can be deduced,

- sin 1 (£1 cos 82 + n, sin 82)sin 2 +m cos* 2 2'

(AI-14)o s 91 Cos 1 (E1 Cos 0 2 + n I sin 02 )Cos I2 " Il sin 2
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With a , W specified equations (AI-12) yield the values of , 02 and with 'e' ae , and hence R1,

MI nI specified, equations (AI-14) yield the first pair of attitudes angles.

0, ¢ rig

As there is littl, likelihood of confusion the altitude angles in this case are written as al, €1
0,, ¢.2 with transformation matrices as follows,

Cos 00 - sinO 1

S1  = sin sin 0 cos 1 sin l cos 61

Cos sin 02 - sin 1 Cos €1 cosa 2

and

Cosn a2 0 - sin e 2

S2 s i 2 sin 62 cos ¢2 sin 02 cos a2

cos 2 sin O2 - sin ¢2 cos ¢2 cos 02

Again writing the product as

S = 2S, = m I  m2  m 3

n 2  n

we have, in this case,

z1 = cos 02 cos 01 - cos 01 sin 02 sin 0 I

mI = sin 02 sin O2 cos at + cos 2 sin 1 sin 6, + sin 2 cos 02 cos 0, sin 6,

n, = cos €2 sin e2 cos aI - sin 2 sin 01 sin 6, + cos 2 cos 02 cos 01 sin 6.

The second pair of attitude angles are determined by the relationships,

cos e = cos a cos 0

sin €2 sin a2 = in B , (Al-IS)

cos 02 sin 02 = sin aw cos aw

whilst the first pair is obtained from the equations

91 = cos ae cos Be

m, = sin Be , (AI-16)

nI = sin ae cos 0 e

From relationships between X,, m,, nI and the attitude angles we have,

and Cos 1 Z., cos 02 + (mI sin €2 + n, cos 02)sin a2 (Al-1?)

Cos €1 sin 6 1 -Z,1 sin 6 2 + (mI sin *2 + n, cos *2)cos 621

The above equations enable 02. 02' 0, and 01 to be calculated once ae , 
B
e' a and 0 are specified.

Special Cases

The variation of a and 0 for a rotary motion about a line through the origin of body system of
axes and starting from a symmetrical condition has already been discussed as a special case of the results
of equations (AI-6 and 7). For this set-up the attitude angles for the apparatus are particularly simple and
readily follow by setting Be = 0 and 0, - 0 in the equations for 0, 0 and * . They turn out, as
must be the case, to be



where SI denotes the transformation matrix associated with the first pair of attitude angles and S2

that associated with thv seconid pair of attitude angles. The forms of S, and S2 vary according to the

nature of the tunnel rig. Two couiuon types are a yaw/pitch (4, 0) rig and a pitch/roll (0, ) rig .nd the
relationships between attitude angles and initial incidence angles for these are given below.

c, 0 rig

Suppose p and 0 represent attitude-deviation angles with respect t, a datum poition in which
the body, x-axis and the axis of rotation lie along the tunnel axis.

For the two rotations represented by 1 and 0 the transformation matrix ii

cos 01 cos cos 0 sin , - sin

S = -sin 4 Cos IU

sin 6cos I  sin 0I sin 1 cos

Similarly

Cos0 2 cos 2  Cos 2  sin',

i2 2sin 2 Cos 2

n 82 Cos 2 sin 02 sin 02 Cos 62

If the product

S= $2S I M m2  m3  say,

n n 2  n3

then in this case,

cos0 2 cos s 01 cos 01 - cos 02 sin i2 sin I - sin 0 sin 01 Cos

ml = - sin '2 cos el cos ! - cos 2 sin I

nI . sin 02 cos cos 01 cos ;P - sin 02 sin p2 sin +l + cos 82 sin 0, cos 1 .

From the equations for p, q, r we have,

cos 02 cos p2  = cos a cos 8

- sin t2 = sin B ' (AI-12)

to i
sin 2 cos 2=sin ot sin 6

From the equations for u, v, w we have,

I. Cos a eCos Be

ml sin e 1(Al-i 3)

n{= sin a sin

e e

By combination of the expressions for t,' M, n, the following relationship can be deduced,

nd- sin 0 (91 Cos 2 + n, sin 02)sin c2 
+ 
m cos 2 .,

and (Al- 14)
cog Bi cog -I (I.t cog 02 + n I sin 02)co 92-m sn
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Witha , B specified equations (AI-12) yield the values of ;2' 02 and with a., e , and hence X,,

mi, n, specified, equations (AI-14) yield the first pair of attitudes angles.

O,¢rig

As there is little likelihood of confusion the altitude angles in this case are written as 01 01
0'2, 02 with transformation matrices as follows,

Cos 6 0 - sin e6

S Si n sin 6I cos 01 sin 01 cos 0

Cos 01 sin e -sin 1  cos 1 cos0

and

Cos 6 2 0 si-

S 2 = sin2 sin 02  cos 2  sin 02 cos 2

cos €2 sin 6 2  - sin 2  cos 2 cos 6

Again writing the product as

$ S2 SI  " I  m 2  m 3

n 
2  n

we have, in this case,

e1 = Cos 62 Cos 01 - Cos 01 sin 02 sin 1 ,

MI . sin 02 sin 02 cos 01 + cos 02 sin 01 sin 01 + sin 02 cos 02 cos 0, sin 1,

n, = Cos 02 sin 0 2 cos a1 - sin 02 sin I sin 0, + cos 02 cos 62 cos sin 61

The second pair of attitude angles are determined by the relationships,

cos 0 = cos a cos a

sin n sin 6 sin B. (AI-15)

cos 02 sin 62 = sin a cos B

whilst the first pair is obtained from the equations

Xl = cos ae cos e

m, - sin B .e (AI-16)

n, . sin ae cos e

From relationships between ZV' MP, nI and the attitude angles we have,

cos 6 t 2. cos 6 (m sin 2 
+ 
n, cos 02)sin 2

and 2n (AI-17)
ndCos 01 sin 01 - II sin 02 + (m, sin 2 + n, cos *2)cos 62 .

The above equations enable 02, $20 01 and ! to be calculated once ae, e, a and Bw  are specified.

Special Cases

The variation of a and B for a rotary motion about a line through the origin of body system of
axes and starting from a symmetrical condition has already been discussed as a special case of the results
of equations (AI-6 and 7). For this set-up the attitude angles for the apparatus are particularly simple and
readily follow by setting Be - 0 and 0, - 0 in the equations for 0, 0 and 0 . They turn out, as
must be the case, to be
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0 a - for the 0' rig
2 ' 2

and

02 0, = for Clio ', rig,

whilst andand respectiveiy are zero and o I = - I in both cases.

Further special cases may be deduced.

Rotation about the tunnel axis or relative wind

When a e and 3 = e3 there result the following,

sill B = sinlI or 3=3e e

tan a =tan a or 01 ue e

In other words such a motion causes no change in the angles of incidence. This is a special case of the
general result illustrated by Fig 28.

Furthermore only one pair of attitude angles is necessary and these are given by

Cos (I = Cos aL eCos 3e - Cos 332

sin 3e - sin 0 2 s in 2

sin a s= sin a ecos Be = cos 0 s in 0 2

which imply that

and tanA.e = tan 0 2 or Xe . 02 for positive e 2

W02+ Tr for negative 2.

Rotation about the body x-axis

Here a =0, 33 0 so that

sin 33 =cos at sin 3e + sin at sin a. cos Be

cos 0 = cos a Cos B3 =-cos ae Cos Be

and

sin a cos S3 -cos at sin a cos B3 - sin at sin a3
e e e

The attitude angles, of which again only one pair remains, we may denote by le , 3 and ae Oe according
to the arrangement used.e e e

For the V,, 8 rig,

cos 33 cos Oe =cos ae cos Be

-sin 1e sin3 8ee

sin e3 cos =sin a cs3
e Pe = e Co e

Hence,

tanO 0 tan a and ~ 3
e e 'e Be

Expressed in terms of 3b and 33 the angles of incidence at time t are given by.
Oe 0e

cos a -cos a cos 33=cos @, cos oe

sin A sin a -sin 3 sin at cos 33 Cos -cos at sin e

cos A sin a sin a cos 33 =cos at sin 33 ecos Oe + sin at sin 0

On setting Oe -0 Be 3 these last equations become
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Cos a Cos a = Cos ae

sin - sin wt sin Uee

sin a cos S = Cos wt sin 0

e

For the 6, h rig,

COS e = Cos a COs 6 = COs 0.e e e e

Sin e Sin e  = sin Be  = sin Ae sin oe

cos e sin e  = sin a cos 6 = Cos A sin oee e e e

Hence in terms of e' Oe the angles of incidence at time t are given by,

ee

cos a = cos a cos B = Co e e

sin A sin a = sin 6 = sin(wt + *e)sin e

cos X sin o = sin a cos 6 = cos(wt + Oe)sin 6e

On setting e = 0 or Be = 0, Ae = 0 , these last equations become

cos a cos 6 = cos @

sin 6 - sin wt sin e

sin a cos 6 - cos wt sin 6

These are the same as those derived above for zero initial sideslip, which is to be expected as the two
set-ups are identical in this limiting case.

The conditions governing rotation about the body x-axis are readily derived from first principles
using the relationships between p, q, r and , 6,
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Appendix 2

ROTATION ABOUT THE TUNNEL AXIS WITH THE CENTRE OF GRAVITY OF THE MODEL OFFSET BY A R(ADIUS, r

Consider a rotational motion about the axis of the tunnel with the model set at incidence to the
flow and with its centre of gravity at a distance, r , from the axis of rotation. When the radius, r
of the equivalent helical path is properly adjusted to the model dimensions, such a motion reproduces the
flow conditions of the steady spin. In this type of motion the angles of attack and sideslip vary with
the rate of rotation, w and the radius of the simulated spin. The relationship appropriate to a 0, *
rig are derived below.

In the axis system designated Oxoy0zO  (see Fig 30) the components of the velocity of 0 are

V, -wr, 0 . For a 0, * rig the required attitude to the flow is arrived at by a rotation to an angle,
0e , say, about the yo-axis followed by a rotation about the xl-axis through an angle, *e , say. The

attitude of the axes Oxyz defines that of model and the transformation matrix for the pair of axis
systems, Oxyz and OxoY0Z0  is

S - cos 0 0 - sin e
e

sin e sin 0 cos e sin e cos e (A2-1)
oec e

cos *e sin Be sin Oe cos * cos Be

Hence the velocity components, u, v, w along the Ox, Oy and Oz axis respectively are given by the
equation,

R sin 2 L r (A2-2)

w sin a cos0

where V is the resultant of V and -wr
R

The relationships between a, 0 and 0 , follow, they are given by,
e'O

VR cos o cos 8 = V cos 0e

V. sin =Vsin e sin 8e - wr cos . (A2-3)

V sin a cos Vcos e sin e + wr sin e
R s o e Be Oe

With the introduction of a helical angle parameter defined X , these equations can be expressed

in the form, R t

tan a = cos e tan e + X sine 21
co e Be w e

+ ( sin B = sin 4e sin Ge  - X cos eW

These equations show that for a given w and r the angles of incidence differ somewhat from those for
either zero w or r , which are the same, but are constant during the motion.

In the rotational motion considered here the angular velocity components with respect to the body
system of axes, Oxyz , are given by,

r W Cos 0

n e sin e (A2-5)

rj cos e sin l

Examination of equations (A2-4) and (A2-5) shows that arbitrary angles of attack and a small range
of sideslip angles may be obtained for zero rate of pitch (q 0 0) by choosing 0 e - 0 . A choice of

Oe - 90
o  

sets a severe limit on the angle of attack to be achieved, whilst a single degree-of-freedom

motion is only possible by setting 0 either zero or a right angle, which in turn sets restrictions one
the angles of attack and sideslip that can be achieved. The motion cannot be used to obtain isolated
rotary derivatives at arbitrary angles of incidence. It can, however, be used to check on the validity of
superimposing of angle-of-incidence effects and angular velocity effects by virtue of the fact the
equation (A2-4) holds for A = 0 and the angle of attack and sideslip can be varied from their values

for A = 0 by setting non-zero values of A (r 0).

AA
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Appendix 3

The equations of motion, in a form suitable for analysis of large departures from a datum flight
condition, can be written

i
,

+qw- rv- gx = RS- CX

+ ru- pW- gy = -S C

y mY

+ pv - qu - gz = S
m z

QSI 2

+ ex(? + pq) + bxqr = C (A3-1)

x

2 QS£I

S+ey(r
- 
p2 ) + byrp = Cm

y

QS 2

+ ez(f - qr) + bzpq = - Cn

y

2
where Z, and Z 2 are representative length in longitudinal and lateral motions and Q = v

With the use of the following relationships,

2 2 2 2

V = u + v + w

u V cos'a cos W2
v in\4(A3-2)

v V sin 6 I

w V sin a cos 8

where a is written in place of it and a in place of Bs , the equation (A3-)) can be rewritten thus,

(gx cos a + g. sin a)cos 8 + gy sin 8 + -S J(Cx cos a + C Z sin a)cos 8 + Cy sin 3

q - (p cos a + r sin a)tan 6 + (gz cos a - gx Sin a) sec B + QS Cx sinV mVse CZ osa- x sna

= p sin a -r cosa- (gx cos a + gz sin a)sin - gy cos 8I
QS
m (Cx Cos a + Cz sin a)sin + Cy Cos 8

)(A3-3)

QSZ2
(I - exez) ex(b z - I)pq - (bx + exez)qr + I (C,-eCn)x

2 2 1iS Cbyrp - e (r p2) --- m
Y

y Iy QS 2

(I -exez) - (bz - xez)pq + e,(I + bx)qr + - (Cn -exC)

z
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LINEAR OR NON-LINEAR ANALYSIS METHODS: WHEN AND HOW?

by

Jan Roskam
Ackers Professor of Aerospace Engineering

The University of Kansas
Lawrence, Kansas 66045

U. S. A.

1. INTRODUCTION

Whenever dynamically or aerodynamically induced non-linear behavior in the control
or gust response of an airplane is suspected, the following questions arise:

1. Are linear analysis methods for predicting stability behavior still
valid: If not, what to do?

2. Are linear time response methods for predicting responses to control
and gust inputs still valid? If not, what do do?

To address question 1 it is shown in Section 2 that the direct method of Lyapunov
can be used to predict under what conditions of motion and input disturbances the answer
is either yes or no.

To address question 2, it is shown in Section 3 by means of several examples that
large differences can exist between roll and heading responses predicted from conven-
tional linear methods and from "complete" non-linear methods. The causes of this non-
linear behavior are identified and a simple three-step criterion for its early detection
is suggested in Section 4.

If the answer to question 1 is no, an energy based criterion for determining the
stability behavior is suggested in Section 5.

In section 6 examples of energy-time-histories are shown, to identify specific
stability derivatives which can be major causes of non-linear behavior. A discussion is
presented on the relative importance of the conventional stability derivatives and of
specific non-linear dynamic terms in the equations of motion in inducing non-linear
behavior.

2. ON THE VALIDITY OF LINEAR STABILITY THEORY

Before discussing criteria for the validity of the linear theory it is well to
review some fundamental aspects of the linear theory of airplane stability. This will
serve to establish clearly where its weakness originates. It should be mentioned at this
point that the linear theory is thoroughly dealt with in references 1, 2 and 3.

The linear theory (also called small-disturbance theory) starts by writing all motion
variables as the sum of some steady-state value and a small-disturbance value. The
equations of motion are then linearized. This is done by assuming that terms containing
products of small disturbances can be neglected. Next, the assumption is made that all
coefficients in the resulting linear differential equations are constants. The stability
behavior of these equations is then obtained from the roots of the characteristic
equation (i.e. eigen-values of the system matrix).

Evidently, the validity of small-disturbance theory hinges on the accuracy of the
assumptions made in deriving the characteristic equation.

The first assumption is that as a result of considering small disturbances it is
permissible to neglect terms containing products of these disturbances. It is intuitively
acceptable that this is reasonable for infinitesimally small disturbances. In such a
limiting case the linear theory can always be expected to yield valid results. To the
airplane designer this knowledge is of little value, since stability must be ensured in
an environment of finite (and sometimes quite large) disturbances. The problem is
therefore to define a domain of initial disturbances within which small-disturbance
theory correctly predicts the stability behavior of the airplane.

Therefore, the first objective will be to show that such a domain can be constructed
through the application of Lyapunov stability theory. A brief summary of those aspects
of the Lyapunov theory needed here is given in Appendix A.

To apply Lyapunov stability theory the equations of motion of the airplane are
written as first-order differential equations. The following form is used:

(x} = [A] {x} + {g (x)} (1)
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In thir expression x) represents the column matrix whose components are the dependent
variables of the problem, for example:

xI= (u, v, w, p, q, r, ,, e, 0}.

These components define completely the state of motion (flight) under consideration. The
matrix [A] multiplied into (x) yields the linear parts of the equations while the matrix
{g (x)} symbolizes the nonlinear parts. Table 1 shows one possible form for equation 1.
A derivation leading to the form of equation 2 (Table 1) is given in References 1 and 4.

It is shown in reference 5, that for linear equations of motion with constant
coefficients it is always possible to construct a Lyapunov function V. Construction of
this function V can be carried out as follows. Assume:

TN. V = 1/2 E Bsr xx, with: [BT ] = [B) (3)
s,r,

If V is to be a Lyapunov function for the linear part of equations 1 or 2, then it must
satisfy:

dV VE ' X

S (a  + snxn) C (4)

where C is any negative definite form. It is convenient to select:

C = -(x 12 + .... + x n2 ) (52 2 (5)

The coefficients asi are the elements of [A] in equations i or 2. It turns out that [B]

will be positive definite if and only if the eigen-values of [A] have negative real parts.
A unique solution for [B] can always be found according to reference 5.

The function V obtained in this manner is a Lyapunov function for the linear equa-
tions. It is also a Lyapunov function for the nonlinear equations in some small neighbor-
hood of the origin {x(O)} = {01 if it satisfies theorem I (Appendix A) in the sense that
for the complete equations:

HE xS < 0 (6)

5 5

It is emphasized that even though V has been derived for the linear equations, Xs in
inequality (6) must be computed for the nonlinear set. So, in !6):

{s }) = [A] {x s + {g(xs)l (7)

By checking inequality (6) systematically for combinations of values of initial distur-
bances (arbitrarily selected), a domain of initial disturbances can be identified within
which the linear approximation is valid.

The domain of small disturbances found in this manner guarantees the validity of
small-disturbance theory for disturbances inside the domain. Outside the domain there
still exists a possibility that small-disturbance theory applies. Because this method
of constructing the domain will at least verify whether or not the size of the domain is
large enough to be practical, the last fact is not co-sidered a serious disadvantage.
Malkin and Chetayev have discussed the problem of en: Arging the domain of initial dis-
turbances in references 5 and 6.

A useful observation is the following. It is possible to include in the non-linear
part {g(x)l of equation (1) expressions representing non-linearities in the aerodynamic
forces and moments. In this manner the effect of aerodynamic non-linearities on the size
of the domain of initial disturbances can also be determined.

If it turns out that the domain of validity for the linear equations is too small
from a practical viewpoint then attention can be focussed on methods to determine the
stability behavior outside. One such approach is suggested in Section 4.

ow
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3. ON THE VALIDITY OF LINEAR RESPONSE THEORY

It was shown in Section 2 that it is possible to construct a domain of validity for
the linear equations of motion with regard to the prediction of stability. For distur-
bances within this region of validity the linear theory correctly predicts the stability
character of the non-linear equations. This does not imply, however, that the linear
equations will correctly predict the response of the airplane to such disturbances.

To illustrate the differences between responses predicted from linear and non-linear
equations several examples are presented. Response calculations were made for two high-
speed airplane configurations A and B. The geometric, inertial, and linearized aero-
dynamic characteristics of these airplanes are summarized in Appendix B. In addition, a
brief mission summary is given for each configuration.

Dutch roll characteristics of these configurations are presented in the conventional
manner in Table II. These data were prepared to indicate that configurations A and B are
realistic according to conventional. handling qualities theory.

For expedience, only responses to lateral control pulses of the form 6s(t) = 6s{U(t-l)
u(t-2)} were computed. The constant 6sindicates the degrees of surface deflection. The

effect of longitudinal disturbances on the responses to lateral control was studied by
a longitudinal control input of the form 6E(t) = + 6E {u(t-l) - u(t-4)1. Positive as well

as negative control deflections were used because of expected a asymmetric behavior. The
aerodynamic characteristics of configurations A and B were assumed to be linear. The
magnitudes of disturbances used are in accordance with this assumption.

Response Results for Airplane A

For configuration A, Figures 1, 2 and 3 show the results for three flight conditions.
In all cases the configuration shown is called basic, indicating that no stability aug-
mentation was used in the calculations. It may be seen that even though the lateral con-
trol responses are modified in the presence of longitudinal disturbances, the effects are
not of such magnitude to invalidate the linear equations of motion.

Response Results for Airplane B

Considerable departure from linear theory is shown in Figure 4 for configuration B.
Here, response to a purely lateral control disturbance of the basic airplane is normal.
The same response under influence of longitudinal disturbances is seen to be quite
different, however.

Non-linear behavior is generilly typified by the fact that the superposition
principle is not applicable. An example of this is provided by the responses in Figure 5.
That damping augmentation has a significant effect on the non-linear behavior of this
configuration may be seen from Figure 6. It must be concluded from these results
that situations occur where the linear equations of motion, even for small disturbances,
cannot be used to predict responses. Whenever such situations occur, it can be expected
that conventional handling qualities and control synthesis theory will yield invalid
results. Because the analysis of the non-linear equations of motion involves a con-
siderable amount of computer work, it is important to be able to predict the occurrence
of such non-lineai response behavior. Section 5 formulates a proposed criterion for
diagnosing such non-linear behavior.

4. ON A CRITERION TO PREDICT THE OCCURRENCE OF NON-LINEAR RESPONSE BEHAVIOR

It is interesting to observe from equation (2) that pitch rate couples into Zhe
lateral-directional modes through several terms. To determine the severity of this
coupling it is possible to postulate a case where the pitch rate is kept steady. In that
case the equations can still be linearized. By inspection of equation (2) it is seen
that the effect of steady pitch rate on the lateral directional dynamics can be
simulated by the following substitutions:

41xz Q 4(zz- I yys)Q

C1 =C 1  20 1 =C 1  - S ob2
p p PSUb r r p50b

4(1yy s - I xxs)Qo 4IxZ sQo

nnp n p pSU0b2  nr  n (8)

Abzug (reference 7) showed that the dutch roll damping ratio can be adversely
affected by high positive steady pitch rates, but that for practical purposes the effect
is not important. The effect of both positive and negative pitch rate on dutch roll
damping ratio and frequency for airplane configurations A and B is shown in Table II.
It is seen that unstable dutch roll occurs even for small positive pitch rates. These
results indicate that negative pitch rates can lead to divergences in the rolling and
spiral modes. It is realized that steady pitch rate coupling as such will rarely occur
in flight, because it is difficult to maintain steady pitch rates for an appreciable
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length of time. However, the severity of the effect of Q0 on dutch roll damping is

indicative of failure of the linear theory to correctly predict airplane response to
lateral disturbances in the presence of longitudinal disturbances. It was suspected that
two other factors are important in early identification of the occurrence of non-linear
response behavior: 0/6 and 0 max. Table II summarizes the effects of Q-coupling, 0/8

and0 max. The parameter 0max* is explained in Appendix C.

On the basis of the evidence of Table II and the response results discussed in
Section 3, the following criterion is proposed to indicate whether or not the linear
equations of motion can be expected to predict lateral response properly.

Criterion

If 10/81 < 3.0 and max,< .11 while steady pitch-rate-coupling is insignificant

in the range of pitch-rate disturbances applicable to the given configuration, then it can
be expected that the linear theory will correctly predict the response of the rigid air-
plane to small lateral disturbances.

From the limited amount of evidence presented in substantiation of this criterion,
it will be clear that more research is needed for its proper establishment.

If it turns out that the linear equations cannot be used, then numerical integration
methods must be employed to solve the non-linear equation of motion. This was done to
obtain the non-linear time histories presented in Section 3.

Numerical solutions to the complete non-linear airplane equations of motion are
being used more and more in engineering development (i.e. research and development flight
simulations). A need is foreseen to determine what is meant by stability in such cases.
Looking at time history traces of state variables is not a satisfactory way to determine
whether or not a motion is stable. Section 6 suggests a method to determine stability
behavior of motions obtained from non-linear equations.

5. ON A METHOD TO DETERMINE STABILITY BEHAVIOR OF THE NON-LINEAR EQUATIONS OF MOTION

For many years, stability has been associated with energy concepts. For example,
in the analysis of stability of static equilibria in elastic systems the principle of
minimum poter.tial energy plays a fundamental role. Chetayev showed (reference 8) that for
conservative dynamical systems with or without dissipative forces (provided the latter can
be written as quadratic forms in the velocities) the total energy can be used as a Lyapunov
function. From the total energy used as a Lyapunov function it is possible to determine
the stability behavior in the sense of theorems 1 and 2 of Appendix A.

The airplane forms a non-linear system with non-conservative forces. The
"dissipative" forces here can also add energy to the system. For these reasons it
has not been found possible to apply conventional energy methods or to construct a
Lyapunov function.

Asymptotic stability of the undisturbed motion implies that all disturbed phase
variables vanish after some time. Weak stability implies that all phase variables remain
inside some region around the origin. From a handling qualities viewpoint, it is
desirable to have those phase variables designated as velocities vanish such that:
L i m T(t) = 0, where T is the kinetic energy of the disturbed motion variables. Because
t-oo
it is clearly impractical to observe a numerically obtained solution over an infinite time
interval (as required by conventional stability definitions) it is necessary to determine
the stability by observation of the motion durina a limited time interval. Using the
definition of stability in a limited time interval due to Lebedev (reference 9) it follows
by interpreting T as a positive definite function that in the time interval tI < t < t3
the conidition for stability is:

T(t) < T(t1 ) (9)

A consequence of (9) is that both motions in Figure 7 must be called stable. This con-
clusion is acceptable for TI(t), but not always for T2 (t).

This undesirable consequence can be eliminated by adding to inequality (9) a
condition based on a time integral of kinetic energy.

A simple application of the energy-time integral to linear lateral equations of motion
can oe made in cases where the energy participation of the rolling converqence and spiral
divergence modes (or lateral phugoid) is negligible compared with that of the dutch roll
mode. In that case the motion is periodic with frequency wd" It is then possible to
formulate a dynamic stability requirement by:
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t 
3
T T(T) d-

F J < 1 for t2 - 1 =  3 - (10)

genra 2T(rd 1t = 2 dT (-'dT

ft1

The general solutions for a, 0 and can usually be written as:

B= C eAlt+C eX2t+C en3t cos(w3t + a1 )
2=3C1OS+LC2t + a1)

A=1  )ltc e),2tC ef3t2 + C3 e cos(w 3 t + a2 )

= Cl e Alt + C2 eX2t + C3 efn 3t cos(w 3 t + a3 ) (11)

Neglecting the first two modes, it is possible to show that:

F = e
- 4

f n3/w3 = e
- 4

n Ed//l-d
2  

(12)

Since for stable dutch roll 0 < &d < 1 is necessary and sufficient, it follows that (10)

is indeed a necessary and sufficient stability criterion under the imposed restrictions.

It is suggested that F as defined in (10) but with redefined limits, can be used as
a practical stability criterion for the complete nonlinear equations of motion,
especially in cases where stability is to be viewed inside a limited time interval.
According to such a criterion, a motion would be called stable inside a time interval
tI < t < t3 if:

t 
3t T(T)d

t2 t + t3T(t) and F t 2 T(_ I with 2  2 (13)

tT

It is observed that in the case of the airplane, t1 must be selected at the instant

corresponding to a maximum of T, since otherwise (9) and (13) are violated right away,
even for a perfectly stable airplane. The reason for this is that for arbitrary initial
disturbances T (t=0) > 0 is possible. This depends entirely on the character of the
"kinetic energy generating terms" in the equations of motion. Examples of such behavior
are given in Figures 9, 10 and 11.

The selection of t3 is arbitrary. However, t3 will in general be selected as the

end of the time interval during which the motion is being observed.

It is realized that criterion (13) is more realistic for airplane applications than
(9). It is also more restrictive. In the limiting case t3 '-, both conditions are

niecessary but not sufficient equivalents of the Lyapunov definition for stability
(definition 2, Appendix A).

When the non-linear equations of motion are solved with a digital computer, the
kinetic energy can be computed as a function of time. Therefore, it is possible to keep
track of both conditions (9) and (13) and obtain a continuous history of the stability
character of the motion. In this manner, a numerical procedure for the practical
determination of stability of non-linear equations of motion is obtained.

Finally, it is suggested that F as defined in (13) can be used as a handling
qualities parameter for the non-linear equations of motion. To verify this will require
further research.

6. SOME INTERPRETATIONS OF ENERGY-TIME HISTORIES

To study the time history of energy participation of separate force and moment terms
during rigid airplane motions requires the computation of energy contributions of
individual terms in the equations of motion. These energy contributions can be found by
multiplying each equation by its characteristic velocity and by a subsequent integration:L,



2st
FzWdt f (mWW + mPVW - mQUW)dt

ft 2 MQdt = t Bt2 60 + RP(A - C)Q + E(P2 - R2 )QOdt

1 1

YVdt = (mVV + mRUV - mPWV)dt

1 1.

2 LPdt = 2 {APP - ERP + QR(C - B)P - EP2Q}dt

ftt2 NRdt = L t 2 {-E2 + CAR + PQ(B - A)R + EQR2dt (14)

It is noticed that several terms on the right-hand side of ecquations (14) integrate into

kinetic energy expressions. After completing the integrations, adding the equations and
rearranging, it is not surprising that a statement of energy balance is recovered:

2t 2  t 2

mW2 1 V2 BQ21 1AP2+ 1CR -EPR (FW +MO + YV + LP +
t1  f

+ NR)dt - m (PVW - QUW)dt - (A - C) RPQdt + E P 2Qdt +

-E (p2 
_ R2 )Qdt _ m (RUV - PWV)dt - (C -B) f QRPdt - EJ R2 Odt +

1iIt t 1

-(B - A) f PRdt (15)

It may be of interest to refer the interested reader to reference 4 where it is shown that
a connection exists between the derivation of the equations of motion based on Hamilton's
Principle and the statement of energy balance as expressed by equation (15).

For the numerical evaluaticn of the energy contribution of each term in equation (15),
a subroutine was added to the programs used for the numerical integration of the linear
and non-linear equations of motion in Section 3. Before discussing the energy-time
histories of individual terms during a typical disturbed motion of a rigid airplane
the following basic discussicn on the energy behavior of the aerodynamic forces and
moments is given. The discussion is restricted to the linearized lateral equations of
motion.

The total aerodynamic energy added to the airplane or extracted from it durina a
certain time interval may be written as:

EAER. =EY + EL + EN (16)

where

EY =- SU, {C B +Cp + C 2 ' )Odt

EL = iSbf {C 8 + C£ + C~r

1 P o r 0

EN- ;q Sb f{CnB + Cn -b + Cn tb-)4dt (17)



A certain asymmetry is noticed in these equations. There appear to be one displacement

variable (8) and two velocity variables ($) and ( ) in the equations. That this is
actually not the case can be seen by recognizing that 8 : y/U in the linear approxima-

tion. This not only makes equations (15) more symmetric, but also leads to the inter-
pretation of the 8-derivatives as a particular form of rate derivatives. According to
this viewpoint, then, all derivatives in equations (17) are either positive or negative
damping derivatives or both. As a consequence, three pure damping derivatives occur in
the equations: C y, C, and Cn Terms corresponding to these derivatives always

p r
dissipate energy. The other derivatives can either dissipate or add energy. This is

mathematically evident because the sign of cross products of 8, $, and $ can vary.

Some interesting aspects of energy-time histories for individual terms in the
equations of motion are now discussed. It will be evident from the discussion that these
energy-time histories can be used to identify terms responsible for undesirable motion
effects. The energy-time histories are presented first for the linearized lateral equations
of motion.

As a typical example of the energy transfer that take place during a dutch roll type
of motion, Figures 8 through 11 are presented. In this example, airplane A is disturbed
by a rudder pulse of the form:

6R = 5 {u (t-l) - u (t-2)}" (18)

A striking fact noticed from Figure 8 is that the motions take place with enerqy levels
of lateral translational energy considerably above those of the rotational energy.
Although there is an alternating trade between translational and rotational energy, the
latter remains a magnitude lower. The reason for this is that the aerodynamic deriva-
tives C Z and Cn, which are the main energy transferring agents (see Figures 10 and 11),

are normally balanced in such a way that only relatively little energy can be transferred.

The energy-time histories of Figures 9 through 11 also bring out the following. The
effect of the derivatives Cyp and Cyr on the motion to energy dissipation is small: it

is almost two magnitudes below the level of translational energy shown in Figure 8.

From Figure 11 it is seen that in this flight condition the positive damping effect
of Cn is practically cancelled by the negative damping effect of Cnp It is also seen

that C acts as a spring term: it alternately dissipates and adds energy. This conformsn8

with the conventional interpretation of C as an aerodynamic spring.n8

For the L-equation Figure 10 indicates that CZ is not important whereas C con-
r p

tinually dissipates energy. The unfavorable effect of C£ is evident in that it adds
more energy than it dissipates.

Of course, all these facts can be obtained from conventional methods of analysis of
the linear equations of motion. It is felt, however, that the energy-time histories given
here provide an extra insight which cannot be obtained otherwise. This is particularly
valuable in application to the non-linear equations of motion. In such an application
the energy-time relations allow the identification of important non-linear terms.

Figures 12 and 13 present typical examples of energy-time behavior obtained for the
non-linear lateral equations of motion of airplane B. This configuration was selected
because of its marked non-linear behavior. Figure 12 shows the differences that exist
between the energy-time relations as calculated from the linear and from the non-linear
equations of motion. These results again emphasize the importance of the non-linear
terms in the case of airplane B. Figure 13 demonstrates the fact that not all non-linear
terms are important. It is seen that the non-linear terms in the Y- and N-equations are
more important than those in the L-equation.

The examples of Figures 12 and 13 show that energy-time plots can be used to identify
important non-linear effects. Even though no non-linear aerodynamic terms were included
in the present study, it is clear that the importance of such effects in small-disturbance
maneuvers can be determined in the same manner. In practical applications, the amount
of work involved in preparing these time histories can be eliminated by the use of
automatic plotting routines.

7. CONCLUSIONS

Methods have been suggested for:

1. predicting the magnitude of initial disturbances within which linear
stability theory is valid;
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2. predicting under what circumstances linear response theory is no
longer valid;

3. determining the stability behavior of non-linear airplane equations
of motion, during response calculations; and

4. identifying terms in the equations of motion which contribute to
significant non-linear behavior.

Example applications are given for two hypothetical airplane configurations.
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Table I. Non-Linear Airplane Equations of Motion
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APPENDIX A

SUMMARY OF CONCEPTS FROM LYAPUNOV'S STABILITY THEORY

In stating stability characteristics of differential equations without actually
solving them the direct method of Lyapunov has been found very useful. Because this
method and its applications are generally not familiar to airplane stability analysts, it
was felt that a summary of definitions and theorem used in Section 2 would be helpful.
All proofs have been omitted since these can be found in the literature (references 5, 8
and 9).

Consider the system of differential equations for an undisturbed motion:

y = f(y, t) (Al)

where y stands for a column vector whose components are the dependent variables of the
problem. If v = v(t) is the solution of (Al), it is called the soltition of the undis-
turbed motion. Introducing x = y - v, the differential equation of the disturbed motion
is obtained as:

x = f(x + v, t) - f(v, t) (A2)

The solution x = 0 corresponds to the equilibrium state of the motion i.e. the undisturbed
motion itself. This is also expressed by saying that the origin (x = 0) is a singularity
of the system (A2). The following definitions and theorems make statements about this
equilibrium. For convenience, equation (A2) is written as:

= f(x, t) and x(t = to) = x0  (A3)

Definition 1. The equilibrium of Equation (A3) is called weakly stable if for each
number e > 0 a number 6(e, to) with 6 > 0 can be found such that Ix(t = to) I < 6 implies

that jx(t, x0 , t0 )1 < c for all t > to.

Definition 2. The equilibrium of equation (A3) is called asymptotically stable if
a number 6(to) can be found such that Ix(to)I < 6(t0 ) implies that L i m x(t, x0 to) = 0.

The preceding definitions of stability can also be formulated in the following
manner.

Definition 3. The equilibrium of equation (A3) is called weakly stable if for each

number H > 0 a number y can be found such that F x2(t = t o ) < y implies that

E x (t, xO, to) < H for all t > to .

Definition 4. The equilibrium of equation (A3) is called stable if it is both

weakly stable and asymptotically stable.

It may be noticed that definition 4 implies that in such a case for each number
q > 0 a number T(n) exists such that Ix(to) < 6(to ) implies that:

Ix(t, XO , to)I < n(t > to i T) (A4)

Definition 5. If inequality (A4) holds for all points x0 from which motions originate,

the equilibrium of equation (A3) is called stable in the large.

It is observed that linear differential equations with constant coefficients are
always stable in the large.

Definition 6. If the equilibrium of equation (A3) is neither weakly stable nor
asymptotically stable, it is called unstable.

Many variations on definitions 1 through 6 can be found in the literature. For the
purposes of this paper, the above definitions are sufficient.

Before starting the major stability theorems used in this paper, the following
definitions are required.

Definition 7. A function V(x, t) is called positive definite if V(0) = 0 and if in
a spherical neighborhood of the origin V(x, t) >. 0. If V(0) - 0 and V(x, t) > 0 for
x # 0, the function is called positive sign definite.

The definitions for negative definite and negative sign definite are obvious.
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The following theorems are all due to Lyapunov.

Theorem 1. The equilibrium of equation (A3) is weakly stable if there exists a
positive sign definite function V(x, t) such that the total derivative dV/dt for equation
(A3) is not positive.

Theorem 2. The equilibrium of equation (A3) is stable if there exists a positive
sign definite function V(x, t) such that the total derivative dV/dt for equation (A3) is
negative sign definite.

Functions V(x, t) for which theorems 1 or 2 are satisfied are called Lyapunov
functions.

Consider the set of linear differential equations with constant coefficients:

{[) = [A]{x) (A5)

Theorem 3. The equilibrium of equations (A5) is stable if all eigen-valuesof the
matrix A have negative real parts.

Theorem 4. The equilibrium of equations (A5) is unstable if at least one eigen-value
of the matrix A has a positive real part.

Definition 8. The differential equations (A5) are said to have significant behavior
if either theorem 3 or theorem 4 is satisfied.

Definition 9. The differential equations (A5) are said to be critical if they do not
have significant behavior.

Consider next a modified form of (A5):

{ A} = [Al{xl + g{x} (A)

where g(x) may contain non-linear combinations of the components of {x). Equations (AS)
are called the differential equations of the first approximation of (A6). For
sufficiently small disturbances the following theorem applies.

Theorem 5. If the stability behavior of the differential equations of the first
approxTimaticn (A5) is significant, then the equilibrium of the complete differential
equations (A6) has the same behavior as the equilibrium of the equations of the first
approximation.

If the equations (AS) are critical, then the stability behavior of (A6) can be found
only from the complete equations.
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APPENDIX B

SUMMARY OF AIRPLANE CHARACTERISTICS

To provide example airplanes for calculations of stability and response character-
istics three high-speed airplane configurations were selected. The airplanes are
identified as A and B. The flight conditions used in the calculations are identified
in Table B-i. The geometric, inertial, and aerodynamic characteristics for these fliqht
conditions are presented in Table B-2.

A brief mission summary for each configuration is given below.

Airplane A. This is a hypothetical large variable-sweep transport configuration.
With the wings swept at 740 the airplane has a cruise Mach number of 2.7. Normal
landings are carried out with the wings swept at 200.

Airplane B. This configuration is representative of a hypothetical high performance
sweptwingfigter, designed to fly at supersonic speed at sea level as well as at high
altitude. This explains the very low ratio of rolling inertia to yawing inertia.

Table B-i. Flight Conditions for Configurations A and B

CONFIGURATION FLIGHT COITION ALTITUDE MACH NUMBER ALI

A I Sea Le"I .19 20"
2 6.50D R 2.50 14,
3 4D. 00 1.20 65.

B 1 JIM00ft z.0 7P

Table B-2. Geometric, Inertial and Aerodynamic
Characteristics of Airplanes A and B

AIRPIN( Al AZV A) I AMA I Atl A.2 I l M

CA0WRM711 0*7 10101U0*I AIRO0OMMIC DATA. CONT.

*.Ikl MU 2% UM YMM Ctleq .05M0 NMI3 M*a .01

5'"',l ON1 AN 40 GU *7 C.,&9-1 -0105 .0= .010 -. ="

'.ft. 651? *412 1.1 25,4 1/0 &a0 1.0 A 1 .0

7. ~A .11 ' 1'M 1.110'11,0 C.-A.1 02 oil .?9

011A'1.1 l0 1.1.0 1., 0 10,0 CV Mb'.16 .10 1 0

)101200111 C-! -0'1.10 .. 7 00 1 1

'r 1.09 0.d0 .051 2?51 A,*q' . w an .11 Il

FI .11 27N 10 0. C.1"', . Y A .01 21 1 3 I
1,10 0.1 43 0 l.,1 .15 o* '100

C, .07 M0* .17 .00M C,,pm all .0 m 0
C,71 061.0 00 .0l 21.! Cl.,,dn' .001 I01 AM0

C, 19 .07 1 I n C.Wl 1 n

C.,71' 0 0 0 0

Al~11 -1.41I I l
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APPENDIX C

EXPLANATION OF LA 2ERAL RESPONSE PARAMETER * a,

The parameter maxB represents the first bank angle extremum for an airplane sub-

jected to a sinusoidal sideslip disturbance. values for 0 max, B follow from the sinole-

degree-of-freedom equation:

-L La sinw dt 0(O) =$() =O0 (Cl)

The time t* for which the first 0-extr,-'urn occurs is calculated from the transcendental
equation:

e Lpt* ~ (L 2 -, 2 (
Wd p Wd Cos (Wd t* 0(C2)

where + arctan d

p

The value 0 * , is found from:

= wd L a -1 Cos (W dt* 4 i,) +sin (w dt* I fAR) (C3)
max, 57.3 L w W ,+ t2+w~ 'DEC'

pd d P ~p2 + d Wd
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AIRCRAFT STABILITY CHARACTERISTICS AT HIGH ANGLES OF ATTACK
by

Jur Kalviste
Northrop Corporation, Aircraft Group

3901 West Broadway
Hawthorne, California 90250

U.S.A.

SUMMARY

At low to moderate angle of attack flight conditions the aircraft stability characteristics can be described in
terms of longitudinal ant. lsteral/directional modes of motion. At high angle-of-attack flight conditions the two mode.
are strongly coupled and this requires complete six-degree-of-freedom motion analysis. This paper reports on ananalysis technique where six-degree-of-freedom equations are partitioned into rotational and translational equations of
motion retaining all the cross coupling between the longitudinal and lateral directional modes of motion. The aircraft
stability is characterized in terms of aircraft rotational motion due to static aerodynamic coefficients. A new dynamic
stability axes system is defined. Stability parameters are defined about the dynamic stability axes system. A new set
of stability criteria is defined in terms of the new dynamic stability derivatives. The new stability criteria are an ex-
tension of the classical stability parameter C . The new criteria predict instability which correlates with com-nBy

nflYNplete six-degree-of-freedom analysis where the classical parameter fails to predict instability. The analysis takes
into account nonlinear aerodynamics and nonzero moments at zero sideslip condition. The definition of the Lateral
Control Departure Parameter (LCDP) is extended for nonlinear aerodynamics and defined in terms of angle of attack
and sideslip. The new criteria have been validated with complete six-degree-of-freedom perturbation equation stabil-
ity analysis, nonlinear time history simulation, and flight test results.

LIST OF SYMBOLS

A. Aircraft motion, position, and attitude

VT Total velocity

U, V, W Components of VT along aircraft x, y, z body axes

a, 8 Angle of attack and sideslip, same symbol is used for total angles or perturbation angles
about ao and #.

P, Q, R Roll, pitch, and yaw rates about aircraft body axes

OPItch angle about aircraft y-axis

* Roll angle about aircraft x-axis

MBank angle about velocity vector

h Altitude

di Control surface deflection, i = A = aileron, R = rudder, H = horizontal tail

B. Aerodynamics

L, D, Y Aerodynamic lift, drag, and side force divided by mass, -C L C -C

.t M, N Aerodynamic moment about aircraft x, y, z axes divided by moment of inertia,

CSb 1 q S I 4Sb C
l Iyy mIzz 1

CL, CD, Cy Lift, drag, and side force coefficients

C1, Cm , Cn  Roll, pitch, yaw, moment coefficients

DYN Subscript, refers to dynamic stability axes

COP Subscript, refers to coupled parameters

K Coupling parameter

Fj aF/ai F =, C1 , CIDYN, etc., j=a, ,6

C. Aircraft parameters

m Mass of aircraft

Ixx, Iyy, Izz Moment of inertia about aircraft x, y, z body axes

Ixy, I xz' yz Cross moment of Inertias

,, . . ... l i I I I II II L ' I I N o w i
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b 
Wing span

Mean aerodynamic chord

S Wing reference area

D. Miscellaneous definitions

A, B Polynomial coefficients

R, I Real and imaginary part of complex number

W, t Natural frequency and damping

C1 , C2  Roots of polynomial

D. d Sign of polynomial discriminant

X, Y Nondimensional form of polynomial coefficients

Roll rate to aileron transfer function numerator natural frequency

wD  Dutch roll frequency

0, w Real and imaginary part of complex number

g Acceleration due to gravity

S Laplace transform operator

SP Subscript, pitch short period

Dot over symbol indicates differentiation with respect to time

1. INTRODUCTIN

The stability analysis of an aircraft involves the complete six-degree-of-freedom equations of motion. At some
flight conditions the equations can be partitioned into longitudinal and lateral/directional mode of motion and the sta-
bility analysis can be performed on the uncoupled modes. This is usually true at low to moderate angle-of-attack
flight conditions. At these conditions the aerodynamics can be represented with linear derivatives and the kinematic
coupling terms are small.

Another mode of motion that has been analyzed extensively is the developed spin mode, where the aircraft mo-
tion is predominately characterized by the dynamics of the body.

This paper reports on the stability characteristics of the aircraft in the "transition mode" where the aerodynam-
ics cannot be represented by linear derivatives, the aerodynamic and kinematic coupling between the longitudinal mode
and lateral/directional mode is large, and the motion is predominately controlled by aerodynamic moments.

2. EQUATIONS OF MOTION

The motion of an aircraft can be described by a set of six nonlinear second order differential equations repre-
senting the rotational and translational accelerations of the aircraft. The six equations can be expanded to twelve non-
linear first order differential equations: six acceleration equations and six velocity equations. For stability analysis
the flat nonrotating earth assumption can be made and the twelve equations can be reduced to nine equations by elim-
inating the two horizontal velocity equations and the rate of change of heading angle equation. 'he nine equations are
shown in Figure 1. The first five equations represent the aircraft rotational motion and the last four equations repre-
sent aircraft translational motion. The translational acceleration equations have been written in spherical coordinates
(&, A, VT) instead of in terms of accelerations along the aircraft body axes (U, V, W). This is done because aerody-

namic moments and forces are defined In terms of a, 6, and Mach number instead of in terms of velocity components
along body axes: U, V, and W. The rotational accelerations due to the aerodynamic moments ( , M. N) and the
linear accelerations due to the aerodynamics forces (L, D, Y) can be described in terms of the nine state variables,
their rates and aircraft characteristics. The moments and forces due to thrust are included in the aerodynamic terms
to simplify the notation.

The stability characteristics of an aircraft can be determined from the solution of the nine differential equations.
This can be accomplished by perturbation analysis techniques or the time history solution of the complete equations.
In either case it is difficult to isolate parameters which cause instability. At low to moderate angle-of-attack flight
conditions, the equations can be separated into the longitudinal (4, b, 5, "VT) and lateral/directional (P, R, *, p)
modes of motion. This is the conventional way of aircraft stability analysis. The reduced equations allow identifica-
tion of parameters which cause instability. At high angle-of-attack flight conditions, the coupling between the two
modes Is strong; therefore, the uncoupled mode stability analysis cannot be used.

Another way to analyze aircraft stability is to partition the six-degree-of-freedom equations into rotational and
translational equations of motion. Rotational acceleration causes a change in aircraft attitude and the translational
acceleration causes a change in direction of flight. For conventional aircraft the direction of flight is changed by ro-
tating the aircraft, this causes a change In direction and magnitude o! forces on the aircraft which causes a change in
direction of flight. To accomplish this the aircraft must have rotational stability.

The aerodynamic forces and moments are a function of aircraft attitude relative to the direction of flight (a and e)
and aircraft rotational rates (P, Q, R). The aircraft Is defined as rotationally stable if small disturbance In a or P
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about a trimmed condition causes a moment in a direction to reduce the disturbance and the moment due to the rates is
in the direction to reduce the rates. The translational stability of an aircraft is a function of a and p, aircraft rates,
and also aircraft attitude relative to the gravity vector. As an example, an aircraft flying straight and level with neg-
ative M. and positive L. is statically stable. A positive change in a causes a negative pitching moment to reduce a

and positive force to change direction of flight to reduce a. In a 360-degree roll at constant a the aircraft is rotation-
ally stable but translationally unstable when roll angle is between 90 degrees and 270 degrees. At these conditions an
increase in a causes a force to increase a at a faster rate. Therefore, for an aircraft to be stable at any attitude re-
quires the aircraft to have rotational stability.

The rotational stability was defined in terms of moments due to attitude (a and p) and rates P, Q. R. A neces-
sary but not sufficient condition for stability is that the aircraft has position stability (moments due to attitude). A
positionally unstable aircraft cannot be stabilized with stabilizing moments due to aircraft rates. They can only slow
down the instability if they are stable or speed up the instability if they are unstable. The important parameters for
aircraft stability are the aerodynamic moments due to the attitude of the aircraft relative to the velocity vector. This
paper describes the analysis of aircraft dynamic stability and controllability due to static aerodynamic coefficients.

3. DYNAMIC STABILTY AXES

The aircraft rotational acceleration equations due to static aerodynamic moments about the principal body
axes of the aircraft and zero rotational rates are:

X=. (a, p, 6) 
= (4Sb/1xx) C, (a, 0, 6) (10)

=M (a, , 6) =(S/1 yy)C (a, . 6) (11)

R=N(a,2, 6)= (SbA )C (a, P 6) (12)

The aerodynamic moments are functions of a, 0 and general control surface deflection (&), where 6 can represent
aileron (6A), rudder (6R), or any other control surface. If the aerodynamic moments are defined about a body axis

other than principal axis, the moments can be converted into principal axis by proper transformnaions. (Re(. 1)

The change in a and P due to rotation of the aircraft relative to the velocity vector Is (from Eq. 6 and 7 in
Figure 1):

=Q -- (P cos a+ R sina) tan p (13)

Psin a - R cos a (14)

Eq. (10-14) define the rotational motion of the aircraft relative to the velocity vector due to static aerodynamic mo-
ments. The rotational acceleration equations are written about the body axes while the rotation velocity equations are
written about a coordinate system which is a function of a and A. For statility analysis it is desirable to define both
sets of equations about the same coordinate system.

The orientation of the aircraft relative to the velocity vector can be defined by a system of three angles. Two
angles have been defined already as sideslip (p) and angle of attack (a). The third angle will be defined as bank angle
(o), which is the rotation about the velocity vector. The term "bank angle (#)" is used to indicate rotation about the
velocity vector while the term "roll angle (b)" is used to indicate rotation about aircraft x-axis. The bank angle can
be defined in terms of rotation of the aircraft lift vector since the lift vector is perpendicular to the velocity vector
and defined in the x-z plane of the aircraft. Bank angle is equal to zero when the aircraft x-z plane is vertical. The
sequence of rotation from the velocity vector to the aircraft coordinates is ( p, a). The rates of change of these
angles are not orthogonal. This axis system is defined as the dynamic stability axes.

The relationships of the angular rates in the new axis system and the aircraft axis system are (using equations

from Ref. 1, page 23, CASE 5):

P = p cos a cos f + sin a (15)

Q = an+ - (16)

R = i sin a cos p-P cos a (17)

M= (P cos a + R sin a) sec (18)

=Q - (P cos a + R sin a) tan l (19)

P = P sin a - R cos a (20)

When a and P are zero the two axis systems are superimposed and P = u, Q 6, R = -p. The (si, &, p) equations are
functions of aircraft rotational rates only since the direction of the velocity vector is assumed to be constant.

Eq. (16-20) transform the body axis rates to dynamic stability axis rates. The same transformation is used to
convert body axis accelerations to dynamic stability axis accelerations.

= (P cosa+ R sin a) sece (21)

;= Q - (P cos o + A sin .) tan 6 (22)

=Psin a - R cos a (23)

New dimensional stability parameters will be defined by replacing (P, Q, R) with Eq. (10-12).
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/ =.'YDYN = (Wc0s a + N sin a) see 0 (24)

"=MDYN = M - Vgcos a + N sina) tan B (25)

= - NDy N = - (N cos a -. e sin a) (26)

"DYN is the rolling acceleration about the velocity vector, MDy N Is the pitching acceleration which causes a
change in a and -NDy N is the yawing acceleration which causes a change in 0. The subscript (DYN) is used to indi-
cate that the motion is about the new dynamic stability axes and also relates to the previously defined departure param-
eter Cnp DYN(Ref. 2, 3, 4). At zero angle of attack and sideslip condition .'EDYN =., MDY1 = M, and NDyN = N.

The new dimensional parameters are nondimensionalized by the same parameters as in Eq. (10-12).

C1 = (Ccs+~ sin-) sec,8 (27)

CDyN= Cm _ Cn sin a + Ct cos -)tanp (28)

CnDYN= C o a - I C1 sina (29)
xl

At zero a and.8, C1 DYN = C1 , CmDYN = Cm, and CnDyN = Cn . The aerodynamic moment coefficients (Cl, Cm,

Cn) are functions of a and 0; therefore, the aeroynamic coefficients in the dynamic stability axis system are also
functions of a and P and they also include the kinematic coupling between the two coordinate systems.

The new nondimensional coefficients are defined about the same axis system used to define a and p. Therefore,
the uncoupled (between a and P motion) stability criteria is OCmDYN/oa < 0 and OCnDYN/Op > 0.

The new nondimenslonal coefficients have been computed for two different aircraft configurations. Aircraft con-
figuration A is the A-7 aircraft using the aerodynamic data from Ref. 5. The data are symmetric about zero sideslip
angle and the pitching moment is a function of angle of attack and elevator position only (no sideslip variation). Air-craft configuration B is a fighter aircraft with a long slender nose. The nose generates asymmetric moments at high
angle of attack and nonzero moments at zero sideslip (see Ref. 6 and 7, for example). The aero data are well-defined
with wind tunnel tests at small a and 6 increments and the data has been correlated with flight test results. All three
moments are functions of a and f.

Figures 2, 3, and 4 show CIDYN, CmDYN' and C-DYN, respectively, for aircraft Configuration A. The data
is given for an a range from 0' to 90* and p range from -20 to +20.

Since the data are a function of two variables the data are presented as contour lines of CIDYN, CmDYN, and
CnDYN. Referring to Figure 2, at low angle of attack the rolling moment at constant p increases with increasing a and
then decreases as a increases from 10* to 23'. At higher o rolling moment hold fairly constant with a. Figure 3 shows
the dynamic stability axis pitching moment variation with a and 0. Trim a at zero P is 25'. The pitching moment is
stable (increasing a causes a moment to decrease a) except local instability at low a and large p. Since the body axis
pitching moment data was a function of a only the variation of CmDYN with P Is due to the kinematic coupling.

Figure 4 shows the dynamic stability axis yawing moments variation with a and P. At low and high o the air-
craft has positive sideslip stability; that is, increasing P caused a yawing moment to decrease P. In the a range of20' to 30 the aircraft has negative (unstable) sideslip stability; increasing 0 causes a moment to further increase P.
There is also a local instability around a = 35* and P = 10'.

Figures 5, 6, and 7 show the parameters for aircraft configuration B. As can be seen the data is not symmetric
about zero sideslip. At high angle of attack the rolling and yawing moment is not zero at zero sideslip. There is alarge variation of pitching moment with sideslip. This is due to both aerodynamic and kinematic coupling. The pitch-
ing moment (Figure 6) is stable around trim a of 27' and small sideslips. At lower or higher a and large ,, there are
regions of local Instability. The yawing moment (Figure 7) is stable at all a except around a = 24. At high a the zeroyawing moment is not at zero sideslip. This causes the aircraft to depart from zero sideslip as a is increasing. At
moderate angle of attack (a = 15-20*) the sideslip for zero yawing moment (Figure 7) and zero rolling moment (Fig-ure 5) are approximately the same; therefore, the aircraft will not roll as sideslip is building up. At higher angle of
attack the sideslip for trim yawing and rolling moment are different; therefore, the aircraft will tend to generate a
rolling moment as it is trimming in sideslip.

The dynamic stability axis aerodynamic moment plots of Figures 2 through 7 include the aerodynamic and kine-
matic coupling between the longitudinal (a variation) and the lateral/directional (p variation) modes. These coupling
effects are static terms. Another mode of coupling is the dynamic coupling. 1 ' nic coupling involves the motion ofthe aircraft. The coupling terms are the change In MDYN or (CmDyN) with p anu a change in NDYN (or CnDYN) with o.
The dynamic coupling is zero if the CmDYN contour lines (Figure 3 and 6) are horizontal and the CanDYN contour lines
(Figures 4 and 7) are vertical. The effect of this dynamic coupling on aircraft stability will be analyzed by perturbation
techniques.

4. STABILITY ANALYSIS
The aircraft rotational equations of motion due to static aerodynamic coefficients are given by Eq. (24-26).

Since the aerodynamics are functions of a and P only (not u) the a and 0 equations will be used for stability analysis.

= MDy N (30)
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- N (31)

Taking partial derivatives of the aerodynamics and using laplace transform gives:

(S2 
- M.DYN)a - (MPDYN) P = 0 (32)

(S + NPDYN)P + (N-DYN) a = 0 (33)

where

MaDYN =M a- . ocos o + N, sina ) tanP. (34)

5DYN = Me - cos , +- N sin a,) tan 8.9 (3)

NDYN = Na cooa -o sin a. (36)

NPDYN = Np cos a. -. p sin a° (37)

The dynamic derivatives are computed from Eq. (25 and 26) at constant value of a. and P. and trimmed (zero) value of
. , M, and N. The a and 0 without subscript are perturbation values.

The derivative NPDYN is the presently used lateral/directional departure parameter (Ref. 2). The aerodynamic

derivatives are computed by taking the local slope at the specified a. and po.

The stability is determined from the characteristics polynomial of Eq. (32 and 33).

S4 + AS2 + B = 0 (38)

A = NDYN - MODYN (39)

B = NDyN MpDy N - NDYN MODYN (40)

If the product (NaDYN) (MODYN)is zero then the longitudinal mode (MaDyN) and the lateral/directional mode

(NODYN) are uncoupled. In this case:

S
4 + AS 2 + B = (S2 + NtDYN) (S2 - M-DN) (41)

N.DYN is the Dutch roll frequency squared and - MaDY N 'a the pitch short period frequency squared

The general solution of Eq. (38) has two forms:

2If(A -4B) o0

+ AS2 + B = (S2 + C1) (52+ C) (42)

C ( v/A V 2-4 B (43)

If C is positive the roots are (S - iJw) and the equation is stable. Roots on the imaginary axis are considered
stable since this analysis does not include damping terms. Stabilizing damping terms would move the roots from the
imaginary axis to the left half plane. If C is negative the roots are (S ± v) and the equation is unstable. One root is
in the right half plane which is unstable.

If (A2 - 4B) < 0 the equation is unstable:

S4 +AS2 + B=(S*R*jI) S2 ±2 S + t2  (44)

R=I (v- +lA)A) (46)
The solution has two pairs of complex roots; two of them are in the right half plane and unstable. This is a new mode
of motion where the pitch short period and Dutch roll are coupled to form a new oscillatory mode of Instability.

The effect of this coupling between the longitudinal and lateral/directional mode is shown with the aid of a root
locus plot in Figure 8. Three cases are shown. The first case shows both uncoupled pitch short period and Dutch roll
modes stable. The second case shows one mode unstable and the third case shows both modes unstable. For all three
cases the positive coupling term (NoDyN MsDYN) has a stabilizing effect for small values but can drive the aircraft

unstable for large values. Negative coupling is always destabilizing. A positive value of the coupling term in effect
means "negative feedback" since a positive value of NoDy N causes a negative 0 change for a positive a change.

The characteristics polynomial can be written In terms of two new coupled parameters similar to Eq. (41) for

the uncoupled case. (If A 2 
- 4B) Is positive

we +B +N)(82M ) (47)

where

NA+oD v (A+ 2D-/4B) (48)
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Ma~p 2 A + D VrA 2 Bj (4B)

D = sign (N ODYN'+MODYN) (50)

N#COP is the coupled Dutch roll mode frequency squared and -M a Cop is the coupled pitch short period fre-

quency squared. The aircraft is stable if NDCOP > 0 and Ma C 0.

For the unstable case, (A2 - 4B) <0, the new coupled parameters are defined as:

N$Cop -MacoP- Vr (51)

The conditions of stability have been defined above in terms of dimensional stability parameters. The nondimen-
stonal form of the uncoupled dynamic parameters is:

=Cm k ( Cn a . + ' CJ.10 cos a° tan
#. (52)

C DYN c zz I.. (5

Izz
Cn, Dy N = Cn. coo ao - f; C, ,sin a. (54)

IzzC =Cne cos a. Y- C,, sin a. (55)

n#DYN D jX ia

The nondimensional form of the characteristic polynomial coefficients is:

X=b C Cm (56)
Iza n DYN I~ 0ymDYN

yy zz (Cna DYN CmpDYN - CPDy Cm DYN) (57)

Defining the nondimensional coupling parameter,

K = sign (X2 
- 4Y) Lz 1X2 4Y1 (58)

If K is positive

Cn =. (X dVT 4Y (50)

ecop
Inmaco P  -- (X+d -4)(0

d =signjk C n. + Cm (61)\ zz C DYN yy DN

If K is negative
Iz

Cn,9co p = -Y T(62)

CM=c = (63)

The new stability criteria in terms of nondimensional stability parameters are:

K>0 and CncoP >0, Cm*COP

All three conditions must be satisfied for stability.

5. APPUCATION OF NEW CRITERIA

The aircraft short period stability is computed by the use of the new criteria and Is compared to the stability
characteristics computed by the complete six degree of freedom equations (Fig. 1) or compared to time history
traces. Three cases are computed for two aircraft configurations as shown in Table 1. The first two cases are for
aircraft configuration B. The third cue is for an F-4 configuration using the aerodynamic data from Ref. 5, page 41.
The stability parameters are computed in the dimensional form so that the parameters can be compared directly with
the frequency and damping as computed from the complete six degree of freedom equations. The table shows the
angle of attack and sideslip, body axis derivatives, dynamic stability axis parameters, the coupled parameters, fre-
quency and damping computed from the uncoupled parameters, coupled parameters, and complete six degree of free-
dom equations of motion.
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For all three cases the existing criterion (NpDyi > 0. Ma < 0) predicts stability while the new criterion

(A2 - 4B) >, 0, N#COP , 0. Mo .< 0) predicts instability. CASE I and 3 have an oscillatory Instability, (A - 48)< 0.

Case 2 has laterai/directional divergence, Npcop < 0. For CASE 1 the uncoupled pitch short period frequency at

zero sideslip computed from M. is stable. At non-zero sideslip the uncoupled pitch short period frequency computed

from MaDyN is unstable (Se 1.21). The coupled parameters predict oscillatory instability and the results agree well

with the frequency and damping computed from the six degree of freedom equations. For CASE 2 the instability pre-
dicted by N#COp being negative agrees with the six degree of freedom results. For CASE 3 the instability is exhibited

in Ref. 5 by a time history trace for a rudder impulse showing unstable coupled angle of attack and sideslip oscillations.

The new nondimenalonal stability parameters (Eq. 58-63) can be computed for the complete angle of attack and
sideslip range of interest to define regions of stablity and instability as a function of a and 0. Figure 9 shows the
stability boundaries for the aircraft configuration B. Three types of instability are shown (by shaded regions); the
coupled oseilatory Instability and the coupled longitudinal and coupled lateral/directional divergences. The stability
calculations are based on the local derivatives of the aerodynamic coefficients at the specified a and fl. If an aircraft
is trimmed in a region of instability it will diverge from that value of a and P. If the unstable region is small It can
diverge into a stable region. For large regions of instability the divergence can cause the aircraft rates to build up
into a developed spin.

In maneuvering flight, if the angle of attack and sideslip pass through an unstable region, it does not necessarily
mean that the aircraft will depart. If the trim a (d = 0) and trim e (0 = 0) are also in the unstable region the aircraft
will have a tendency to depart. The Ziand #'are made up of two parts. One Is due to the static aerodynamic moments,
CMDYN and CnDYN as shown in Figures 6 and 7. The other term is due to the dynamic aerodynamic moments (func-

tion of P, Q, R) and due to inertial coupling. The effect of unstable regions on aircraft motion will be illustrated with
a computer time history trajectory which simulates a flight time history of aircraft configuration B.

The trajectory is a pitch stick snap. The horizontal tail was commanded from the Initial value of 2.7 degrees to
-18.4 degrees for 3.5 seconds and then commanded back to 2.7 degrees. This caused the aircraft to pitch up, develop
a sideslip, and then depart in angle of attack. The (a, p) trajectory is shown in two parts in Figure 10 and 11. Fig-
ure 10 shows the (a, 8) trajectory for the first 4. 0 seconds when H is equal to -18. 4 degrees. The figure also

shows the static a and P trim curves (CmDYN=0' CnDYN=0) and the regions of instability for a= -18.4 degrees. Fig-

ure 11 shows the (a, p) trajectory for 3.5 sec to 7.0 sec when 6H = 2.7 degrees and also the trim curves and stability

plots for 6 = 2.7 degrees. The aircraft trims at negative angle of attack at zero sideslip for aH = 2.7 degrees; there-

fore, the CmDYN - -0. 1 curve is also shown.

Initially the aircraft overshoots the trim a of 27 degrees and pitches up to 52 degrees of a (Figure 10). The side-
slip starts building up at a = 30' due to nonzero moments at zero sideslip and oscillates about CnDYN = 0 curve.

The angle of attack is recovering from the overshoot but then becomes unstable when 4H is changed to 2.7 deg (Fig-

ure 11). In this case the (a, f) trajectory and the dynamic trim are in the unstable region and the aircraft diverges
in angle of attack. The sideslip oscillations are bilding up in magnitude due to coupling from the longitudinal ais and
low lateral/directional damping.

6. LATERAL CONTROL DEPARTURE PARAMETER

Another parameter that is used for predicting departure and spin susceptibility is the lateral Control Departure
Parameter (LCDP). This is usually defined for aileron control as:

LCDP = Cn - C D A (64)

For stability the parameter should be positive. The parameter is defined In terms of static stability and control de-
rivatives. The parameter can be derived from the lateral/directional rotational equations of motion due to static
moments only.

-9 =. +X- 6A 6A (65)

i= Ne 4- N 4A 6A (66)

P P sine- R cosa (67)

The perturbation equation transfer function of roll rate due to aileron is:

[, _2 2S+ (N t'9 N JA) cosa.j

A S[S2 + (N, os a sine.)

'iA (S2 + _'02)

- S(8 2 &'D 2 )(68)
(S 2 + 2
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where C

Iz (CI - CIP CIJA/o .
2Qsb(

- (LCDP) cos a. (69)Izz

2 q a b I zz
upD Iz Cn cos8a-r- C/ sin a

Lsb
I z- Cn 0 DYN (70)

The parameter, ,2,2= (LCDP) cos ao/Cn can be used to define lateral maneuvering performance:

W2

W-- 1 , proverseCD2

< 1 , adverse p (71)

* 0 , roll reversal

This is illustrated by a simple example in Figure 12. The figure shows the variation of P and 0 as a fhictiap of P for
ten degree aileron deflections and three value of NaA. For N6A = +0.1 (Figure 12a) LCDP is positive, the sidellip
trim (# = 0) is at negative sideslip, and roll acceleration (P) is positive and greater than at zero sidelip. This cor-
responds to proverse sideslip (negative sideslip for positive roll rate). For NSA = 0 (Figure 12b) LCDP is posti ve,

the sideslip trim is at positive sideslip, and the roll acceleration is positive but less than at zero sidsalip. Thus cor-
responds to adverse sideslip condition and some loss of roll power due to sideslip buildup. For N6A = -. 02 (Fig-

ure 12c) LCDP is negative, the sideslip trim is at positive sideslip, and the roll acceleration is negative. This oor-
responds to roll reversal due to sideslip buildup.

This example used linear aerodynamics, showing the sideslip trim and the value of body ais rolling accelera-
tion at trim sideslip. Similar plots can be made for nonlinear aerodynamics and plotting the rolling acceleration about
velocity vector. At high angle of attack, the rolling acceleration about the velocity vector is more important dus roll-
ing acceleration about the body axis. Figure 13 shows the contour plot of rolling moment for aircraft oeflratioe A
with ten degree aileron deflection. This is based on the same aerodynamic data used in Figure 2. The hideshp trt
curve (CnDYN = 0) is also plotted in the Figure. At low a (a < 2) the airplane trims with nhgatve sideslp (proverse

p). At higher a the sideslip trim is adverse. At a < 17.5" the roll acceleration is positive at trim sideslip. This
corresponds to positive LCDP. At a > 17. 5* roll acceleration is negative at trim sideslip, corresponding to roll re-
versal and negative LCDP.

Figure 14 shows the stability plot for the aircraft configuration A with ten degree aileron deflection.

The trim sideslip curve goes through three regions of instability. The first two regions (a = r to 6" and a - 15")
of instability are small and the aircraft will trim into a stable region. At o = 17. 5' the sideslip trim curve entersthe
coupled lateral/directional instability region and stays in that region. That would cause the aircraft to depart into a
spin. The angle of attack for instability occurs at a lower value (a = 17.5) than is predicted by the existing criteria
of Cn PDYN <0 which occurs at a = 20W (from Figure 4). This agrees with the time history shown in Ref. 5.

For this aircraft the rotational instability and roll reversal occur at about the same angle of attack. This is
not necessarily true for all aircraft. The rotational stability is dependent on the angle of attack and sideslip deriva-
tives while roll reversal also depends on the control derivatives. The LCDP gives an indication of the aircraft
lateral control performance but is not a good indicator of aircraft stability.

Three parameters can be defined to characterize the aircraft lateral stability and control performance. The
first parameter is the rolling moment about the velocity vector at zero sideslip. This gives an indication of maxi-
mum roll performance for a coordinated (8= 0) roll. The second parameter is the rolling moment about the veloc-
ity vector at trim sideslip (CnDYN = 0). This shows the loss (or gain) in roll performance due to adverse (or pro-

verse) sideslip buildup. The third parameter is the value of trim sideslip and the stability about this value of sideslip.
The stability should be computed at the trim sideslip instead of zero sideslip condition.

The three parameters are plotted in Figure 15 for the aircraft configuration as shown in Figures 13 and 14. The
rolling moment at zero sideslip decreases with angle of attack. This is the maximum rolling moment for a coordi-
nated roll maneuver. The rolling moment at trim sideslip reverses at a = 17.5 degrees. The roll reversal is due to
sideslip buildup. The sideslip trace shows regions of instability computed at the value of sideslip and angle of attack.
The aircraft will tend to depart at a greater than 17.5 degrees.

7. CONCLUDING REMARKS

The present paper has given a brief description of aircraft rotational stability analysis. The presently used de-
parture criterion has been extended to Include the coupling between the longitudinal and lateral/direction modes of
motion and has also been applied to nonlinear aerodynamics. A new way of presenting the stability characteristics of
an aircraft has been developed. The stability plots show the stability characteristics throughout the angle of attack
and sideslip range of the aircraft.
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This type Of Web3al si made feasible by the use of high speed digital comnputers and automatic plotting capabil-ItY. The aerodynamic data Is defined as a fuinction of a andj pin a tabulated form. JIe computer is used to performnonlinear Interpolation of fimotios of two variables with continuous first derivatives through the (a, p) range. itera-tion procedure Is used to compute the contour lines.
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TABLE 1. PREDICTION OF INSTABILITY BY NEW COUPLED PARAMETERS

CASE 1 CASE 2 CASE 3

1 a o  28.5 23.5 20.0

180 7.5 -1.0 1.0

2 La -23.52 -29.87 3.28

N, 2.94 -0.08 -0.505

Ma  -1.07 -3.72 -2.83

Lo -6.94 0 0.191

No -0.21 1.15 0.32

M. 1.10 -0.80 -1.62

3 N a DYN 13.81 11.84 -1.596

Ma DYN 1.47 -4.20 -2.881

N PDYN 3.13 1.05 0.2354

MPDYN 1.91 -0.80 -1.635

4 Macop -4.67 -6.08 -1.813

N,8Cop 4.67 -0.82 1.813

(A 2 -48) -84.35 47.81 -3.439

5 CJSp F (oO) 1.03 1.93 1.682
-J

liS -M (S-1.21) 2.05 1.697

z 0.78 1.03 0.485

6 SPco P = -M aC 2.16 2.46 1.346

S SPco P  0.64 0 0.265

l DcoP= F'NpCOp 2.16 (S +0.91) 1.346

'DcoP -0.64 (S -0.91) -0.265

7 LL ciSp 2.22 2.46

'Sp 0.69 0.04

(D 2.10 (S+ 1.01)

D -0.60 (S-0.91)
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p=9 [(-PRI +(Rt+PQ)I +QR41 - I )+(Q 2 _ R2 )I~ 5  +2 1
EC XE yy zz y

[(t-P)l.++Q)Iy+PR (Iz - Ix)+ (W 2 + M (2)
yZZ

I R = +P)Iy + PQ (I - Iy)+ (P2 -Q 2)1IJ + N (3)

P + ( sn 4' + Rcos ') tan 0 (4)

6=Qcos4' -Rain4' (5)

=Q- (P cosa + Rsin a) tan 8- L
V T cOB AP

+-I (oo a cos a coo 4' + sin a sin 0) (6)V T Cop

A=Psin a -Ros a + 1 (Ycosp +Dsinp)
VT

+-[sin 8 (cos asin 0 - sin acoosecoo 0) +cooslooa sin 4' (7)V T

T =(Yein 0 Doos P)+g [injgcose sin 4' +cos p (sinaoosO coo# -cosasln 0)] (8)

h=v T [cos 0 (cosa snes - ainacos ecos *)-sinPcosesiln] (9)

FIGURE 1. AIRCRAFT SIX-DEGREE-OF-FREEDOM EQUATIONS OF MOTION FOR STABILITY ANALYSIS
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EXPRESSION DES FORCES AERODYNANIQUES NON-TJNEP lEES

IN DYNAMIQUE DU VOL.

par Michel SCHERER

Office Nationai d'Etudea et Recherches A~rospatiales

92320 CHATILLON F R A N C E

RESUME

Un. partio do plan on plus importanto don informations nicessaires auz 6tudos do
dynamique dui vol so situe, &a Ilhouro actiaelle, dana le donain. non-lindairo
intorvonant lans 1s vol &a grands incidence. La question aut done poado
do trouvor don modes de reprdaentation dui tormeur adrodynanique convonant &a l'appli-
cation den adthodos d'analyao non-lindairo dovonuog classiques.
L'objot do la prdsonte note oat do uontrer des examples do roprdoentation propoads
par diffdronts autours dana des dtudes de dynanique dui vol effectudog pendant corn
dernibres anndes.

NON-LINEAR FORMULATION OF THE AERODYNAMIC FORCE6 FOR FLIGHT

DYhqAMIC STUDIES.

SUMMARY
An ever greater part of the informatio.. necessary in flight dynamics studies lies nowadays in the non-

linear domain involved in flight at high angle of attack. Thus, the question is raised to find means

for representing aerodynamic data, adequate for the application of now conventional non linear analysis

methods.

The purpose of the paper is to present examples of formulation proposed by various authors in flight

dynamics studies in the last few years.

1.- INTRODUCTION.

Dana cette communication sont prdsent~es quelques remarauea sur lea BIrnroximatiorsa

thdoriques pormettant d'exprimer lea forces a~rodynamiques non-lin~eires dans lee

cS.1cul1 do dynaslique dui vol.

Le but recherch4 eat d'informer les *zpdrinentateurs de aouf'lerie,g~n4ralement peu

familiarieds avec ces questions, sur les m~thodes de calcul conduisant ha ces approxi-

nations. Cea remarquea, inspir~es de trois exemples publi~s au coura de ces dix dEr-

nibrea anndes, no font appel qulh des notions math6matiques 4ldmentaires sae pr(-

tendre &a la rigueur.

Des dveloppements des travaux mentionngs ici sont d'pil'leura pr4sent4a ppr leura

nuteurs ha cette m8mo rdunion AGiARD 111 , [2]3

Lea 4tudea thdoriques do mdcanique non-lindaire sont trbs enciennea elles remontei t

ii la fin du XIX a ibcle avec lea travaux de !Foiri POINCARE, mais leur application

air une grands 4chello aux techniqu, a do l'ing~nieur fl's pratiouement commenc4 ou'Efl

1)50, 'A l'dpoque de Ia mise en service des premiers calcudateurs num~riques modernes.
Lea premi'area applications ont concern6 114lectrotechnique, 1'41ectroni'ie et les

asservissomonts.

Ellen ont donnd lieu ha de nombreux travpux thdoriquea dont l'ensemble conatitue...
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h l'heuro actuella tine technique do traitemont desn informptions. non-lindairea.

Do. ouvragec didactiqen font lo point sur la diffdrenten adthodea, souvent d'un haut

niveau nathimatiquo; ii. repr~aentent pour l'ingdnieur darn guides pratiquec qui

lorienteront dena 1. choix do la mdthode Is sioux adaptde h is question & traitor

Deux do cern ouvrages peuvont aervir & l'initiation, Ilun on anglais do V.CUNNINGHAN,

paru en 1958, [3), ot l-autre on frangain do J.C.GILLE, P. DECAULNE & K. PELEGRIN,[43,

dont Is troisibme ddition eat parue an 1975.

Dana lo domaine abrosatial, leea dtkiodes non-liniairen cant appliquen depuis plus

do vingt ane ddjak . dynamique da Vol des engine.

Toutofoin, oes presibres applicatioam pouvaiont Stre offectu6en avec lee informations

obtenuen our maquette fixe, ou our maquette mobile dena 1. domains linbaire, comae

par example, lorrnqu'il c'agiarnait do traitor lea non-linderitds dues

- aux couplagrn par inertia proportionnelc aux carr~s , ou aux produita deux & deux:

daes compomanten de la vita... angulaire our lea axes liga & l'ongin,

-ou bien h la variation rapid. do la masse volumique do l'air au coura du vol ascon-

dant de. furnder-sonden, alora qua lea coefficients adrodynamiquos pouvent Stro conci-

ddrda conctanta, [5) et figura 1.

Corn queationsn do dynamique dui vol n'entrant pas dens le cadre do l'adrodynamique

non-lindairo; e11cc no sont dvoquden ici quo pour admoire.

Par control au cours do corn dernibrec annden, le bernoin sleent fait aentir d'entre-

prendre do. itudes do dynamique dii vol relevant effectivement de Iladrodynamique non-

lindaire, principalement & la auito de l'extennion aux incidence. 4levdes does rigimes
de vol non marginaux do. aviona, comae la montre tine 4tude rdeate d'ORLIK-ROCKKAN1f6J.

On petit citer comma examplesn do non-lin~aritds d'orlgine adrodvnpmique:

- an ddcoliement localied do l'1 coulemtnt stir certains angina elanc~s &. 44. incidence.

aitudas & l1intdrieur d'un peti~t angle centrd stur litsidence nulla.

- l'dchappemant dec tourbillons an cornet stir l'extradon des iles 41pnc~es, auquel

correspond tine dvolation non-lingaira da gradient do portance et du moment do tangago
en fonction do l'incidence.

- aux incidencen plus 6lev~es, lea ddcollamentn obsorvn rnur lea silos desn aviona qui

intdressent desn zones plus ou momns 4tenduen at e'dtabiissent do fagon plus ou mamas

brutale. D~ana lea inteivallac dincidence ob can ddcollaments ae produisent, des ph6-

nombnem d'hystdrdaia so manifeatent par darn rb.cards au ddcollement quand l'incidenoo

crott et do. retard. ou recolloment quand e11. ddcrott. En outre, loraque 10 ddeollomomt

me produit au coura d'une manoeuvre h factear do charge dlovd, avec braqusge do is
gouverne do gauchissement, il oat gdndralement diasyndtrique et pout Stre causeo d'un

ddpart on vrille.
Lea examples d'sdrodynamique non-lindaire diacutda dens cette note so prdrnentont do is
fagon rntivsnts:

- 1. premier donne l'ezpression dti moment do tangage ddduit des informations relevdea

en soufflerie sur tin 05gin de rdvolution h jtipa tranconiqao en oscillation. do tangage
autour do l'incidonce ntilla, d'aprbn darn m~thodea dtablien par X. VAUCHERET.

Ce mauvement eat & un soul drngrd do libertd.

- 1s modblo mathdmatiquo dui moment adrodyinamiqtio, propoad par C.H. MUNIHY et J.W. BRADILi

pour figuror dans l'dquation du mouvemontconique" d'une maquette d'engin dlanc4 aymd-

triqu* obcorvd aua tunnel do tir, oct prig comae second example.

C e nouvement eat h deux dogrrn do libertd, coapte toni darn hypothbes du calcul:

a) is trajectoire oct reotiligno at parcourue h viteso constants,

b) 1. moment dd a is rotation propro do l'engin autour do son axe de rymdtrie

eat ndgligeablo.
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-Is troisieme exemple eat un rappel des hypotkhoes et des conclusions do lasnalyse do

i.TOBAK et L.B. SCHIrr', eur l'expression du torseur a~rodynsaique d'un avion on rdgine

de vrill. Atablie, considdrd comme tin cycle limits.

Llexpression do (.- torseur pormet dte compliter par lee tormes adrodynamiques la premibre

approximation de la solution g4ndratrice, figurde par tn mouveent de Poinsot,

propoa6e par C. LA BURTHE. Un tel mouvement , en principe h 6 degrds de liberti,

pout copondaat Stre c&tuaid sans trop ao diriicaltd grice aux hypothe ses aduises.

Par ailleurs, dne l'enemble die ct exposE, un effort a t4 fait pour toter d'unifor-

notations utiliados par les autoura citds on refdrence eat indiqu~e.

2.- sIPRJE8SION DUJ MONE14T DR TANciAG.9 NONLINBAIRI W)UN CORPS DE RENTREE DR REVOTUTION
A JUPS TRONCOHIQUz D'APRBS X. VAUCHERET [7]

Il eat souvent observi quo lee oscillations licres do tangage des maquettes do coo

engine, teaaayiese n souttlorie dane des 6coulements suporsonique at hypersonique, ont

tenaance h as stabilisor vera un "cycle limits" A amplitude e6 frdquence constanbes,

loraque l'incidonco moyonne oat voisine do l'inoidonco null.

Do plus cette tendanco persists quelles quo soient lea condibions initiales, par oxes-

plo quo In valour initials do ilamplitude soit supdrioureoCu infdrieuro &. cello du

cycle limit*, fig.2-i
Un tel comportement no ]pouvait Stre reprisentd par tine dquation lindaire.

X.VAUMMkET a oxprind 1. moment ao tageo suivau~t eux: sohdwao cemportantt

- le premier, des nem-lindaritds discontinues h des valears disorbtes de l'Eloagatiou

- Ie second, tine Evolution continue do la discontinuitd en fonctioz do l'Elongation.

Notations.

e Eongation do l'assiette longittidinalo (e0 , correspond kle, position
horizontals do l'exe x

e. valour moyoano de l'dlongation,
I moment d'inertie outour do l'aze d'oscillatiOn Yo

8 surface do r~fdrence,

I cord. do r~fdrence,

p &ass volumique do lPair,

N moment do tangago autour do l'axe yj

01 angle d'incidencep

0 o coeffioient do la ddride do rappel en tangage

Um + U * coefficient d'smortisseet do tangaget

2 ma -

Not&. Les symbole. prdc~dents sent confermes mlix recommendations de 1' 1 8 0
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( ,()ddrivdo prouibre ot seond*~ Wa rapport au tempo#

k posts ckangio do signs do AC .t PD, (dX/6)fig.2-Z,
k1  pente ckangdo do signs do CD .t BF,

ko rigiditd ingulaire do i'oarticuintiaa dinatique,

ca amertiemueat do structur~e do l'articulation, iastique,

a amorvlasemoat total (structure ot adroflynamique)

K coficioat fl'.morvisoment rdduit = o a 21 y

h) pulsation propro flu ayatbao liadairo W2--k/ I)

2.1- Promibro mdthode do Z.VAUCHMTk. (7.1] Non iadazitdu discontinues.

Lea non-iindnritgosemnt figurdes par quatre discontinuit~a do i& peat. du moment do

rappel en fonction as Ildlongatien, fluaposdoo ayudtriquemest par rapport h l'origino.

Blisa mont visible. our I& figure 2-2 aux pointa BD ot Cr~.

Un cycle complet d'oacillation oat reprlaentl our cotte figure, & is partie sup4rieure

i'dvoiution flu moment do0 rappel en foaction do i'diongation, et h Ia partie inf~rieure

l'ivoiution do i'diongation en ±ouction flu tempo. Ii eat & remarquer quo Is, courbe

reprdsentant Ilensemble des cycles en fonction du temps, contient toutes lea informs-

nations ndcessaires au traitement qui donne i'expressioi du moment agrodynamique do

tangage.

A leorigine flea temps, is point figuratif (M.0 ) as trouve en A, fl'abaciase 0

d'ordonnde X ; in vito.. el got nulls et,

Sousn i'etrot dlu moment X A' io mouvement proudi naissance nyse,
6A0

ot 1. point figuratif fdcrit is aegment do droito A B C do ponte -k* 0 An point C,il

part suivant C D do pente pius dlevde -kl, 3uaqu'en D. A partir do ce point, ii suit

1. segment D B do u8mo pent, quo A C. La vitosee o'sunule en B,

puia I. point figuratif suit in ligac brisoe B D F, F B et B i. In G1 l& vitesse et

null. ( 6.=O) et us cycle couplet a dti pnrcouru.

Lea valeursa boiuea do OL, Or,80 pouvent Otro constantes, croissantea on fdocroim-

santes, saiivant lee conditions d'emaai.

La firoite A B C coupe l'sao flea abaciass o n an point d'abacisae -e9 et in firoite

aymdtrique S D) r 1s coupe au point mymfitrique 89

Em outre, ii eat admis quo i& somae flea amortissementa do structure do I'..rticulatioa

et do llarodynamique set oxprimfie par us coefficient rdduit X > 0e toaigns corres-

pond & un anortiasemont offectir, conroradment & 'uage habitual en aficanique flea

oscillations. jig uanme et kpomitifa correspondeont & des rappela effectifa, so qui

et 10 au do i'exemple reprdontd mour In figure 2 -2-

Lo sons do parcoura do is boucle d'hyatdrdeia, forode par Is quadrilat~re B C D r,

indique quo in maquette reqoit do I'dcouloent, k chaque cycle, une finorgie W qui

alexprime par llintdgrale:

dana laquolie 1s contour C eat figurd par B C D .



V eat abaorbde on totsiitd 04 on partio par lea amortiamomenta do structure do l'ar-
tiauistion ot do Ilarodynanique. Si l'&floigio ndesaire h Is compsnuation do egg

amortisofents eat aupdrienre & V, lamplitud. didcrolt at invorsoment. Lorequlii y a
dgalitd, on peut observer tin cycle limit., noe is term. 4'use oscillation. entratenao,
al lee conditions niceesaires & is sabilitd do on cycle limit* eat romplis.

bans is can oontraire, Iloaoillation pout diaparattrs conpibtenont ou divergor.

Losa iscoatinuitda mon% nettement vioiblos h is partie aupgriouro de I& figure 2-1

ain ii eat pratiqtaement impossible do les distinguor k la. partio ixfdrisuro, par

suite des 6wolaziona continues do l'6longation 0 et do on, vitons .

Eiles peuvent Sir* obsorydes dans In plan do phase, our lequel sent portdea, muivant

l'Abseisse x , Il'longation ecat suivant l-ordonuds, a vitesse , doritesmous form#

rdduite 41W,~ . La oourbe y(z) eat sinai reprdaentde dans us esas mdtrique.

Le tracd do cette courbe, nudossite Is connaimano des solutions des 4quationa du

mouvement. Con dqustionm so prdsentont gona i& forme, des 4 6quxatious lindairs

suivantea:

(1) 1 y +~ k 0-kcf)
(2) Iy + icle =-c e -kle.
(3) I G+ k -ce +k050
(4) 1 + E -a +k

7 I

dana leaquelles k0 'ki, 0., ej moat lea omstantes & ddteruxiner par l. traitoeut

des iaforaaticns.

Note.- Les dqtuatione (1) 4 (4) peuvent sldorire soas uris forme condenu~es

(ibis) 19+ K 0=-c65.nk 11 avec J- 0 ou 1sat in=oigA .

Lee emplacement. des point. figuratife dana is cycle, la rdpartition des 4quationa

sont indiquia dans 1. tabiean prdnentd § 2.1.2, aprbo queiquea indicationa our lea

solutiona des dquationm et our lea courbea y(x), figures 2 - 2 fr2 -3, 2 -4,.dana Is plan do
phase.Les solutions des dquations lindaires $out ciassiques, sles out pour expressions
pour l'dquation (1), aui cours du pasage do A k C an ddbut du cyciet

(is)~~ ~~ e~(AO) cow )t

et dan le. deruibre partie ou cycle, entre B et Gs

(ib) 6. (8ge eWcos(t+t42i) -geo,

Pour 114quation (3), suivant D Z F i

(ic) 62 ~9A *)e---'o(w~t+#f) +00w avec)=AtZ w-*

A renarqusr lea saute do ohaMesnwr. lea soluations (Is) et (lb), do is presibre 6qua-
tion d'une part, entro lon solutions do is premibre st de I& troisibme 4quation

dasuiro part. Loa solutions de. dquations (2) et (4) ont i& uam form.

Le calcul do y(z) et do 11eat imddiatt entre A et 0 1

y(X) - -- (0.0 ,)(oinwt+cott

et des epesosd mofr@pour lo reste dui cycle.
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2.1.1.- t dtat; gdadraleaost petit ( t<O0,02), i1 oat commode do 1. suUDqomO? &%I
tang 1. ralsoaaeaeat. Bonn ootts fllPotk~me, iasoeurbe da pla de pIhacO 1(z) ootres-
pendoat & m eyelet me compose to b area to corcles. contres our laze des Omoieis,
dent I** aboelomen et lee rayons ont pour voleural

-08 eatte A ot 0 ot sel.* in raymo 0,+ *
eatre 0 t D *t do G 6
ontr.e a Y t do IN+ 0.
Sate t B at do 0,e

L'osmmam do la eurbo y(z) senduit anx remarqwowmacivanteml
a) I& foible velour dec are# 0 D ev P U correspond & is foible velour des fractions
do pdriodo qu'ile toprdonteatt gal, apparaimment aettement & in partie iafdrioure do
la figure 2.2 . 11 oct done possible do onsid~ror confenduc, lee couples do points,
0 9 Vaun* part et Y B d'autro part.
b) l'abcoimco du point ( 0i) ) sonsibloeet dgalo A oat ndgative, par eomadquont
lea grandeura dos deux amplitude amccaciroe, deriten sux 4quatieae (Is) at is) cat
dams 1'ordrot

ot do an* aw point (BY):

loll<% at fizalonoat V0

par aeandquent, 1. mnvemiont diverge *I is boucle d'bymtdrdim at* ddorito dams 10
sasi dgo aiauillc du Vnnr oeAKt al l'amattiononet oat pyg.

Omo coin points, on observe lea aato do phase *xpriadc ta e a relations
(lb) et (10) ei-doacuc; en Offet, o'oct OR Ds points quo ms raccordoat log
area do seorel do eontro -at + 9.. Compt. tomm do ia foible valour do cog
angles do Sant, ia relation ouivanto on donno ua* bonne apprexinations

Con Santa do phase ontratnent des 4earts extra lea pdriodoa moaurdec T'4 ot
ia, pdriodo propro do liquatioa lindaire (1), coit: Te. 21C/0.

Dean lec ean roprdoaont a r lea figures 2-2 2-4 , feoat poitif ot

Cot deart Outr&a9 a.i relations

2X 1 20

2 9

2. 1. 2. - Loin oeoaiddratioaa prdcddeatoc pouvoat Otro rdcmdec dae is tableau cui-
vast, dauf loquol 11 oct tons compt dma amorticcosent do coefficient t

point
figaratif A C 1) 7

tampa o t o t +6t it. *T,+t 1  !~t4

dquation (1) (2) 03) (4) (1)

Az -00+ (10+.9NZ N -'
dx
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L'snalyse do YAUCMDU!T conduit & deux relations approchdea, ractions do l'.nplitudt

- I& ddcroimsance d' amplitude per cycle,

10 dernier tern* do cotta expression, qi reprdaente 1& boucle

d'hysOrdsis, out proportionnol & Ia surface do cotte boucle, car:

-VO ALB Ce qu± ddfinit IV

- Is rapr oIs fr6qu1ence propro do 1'oscillation lindaire, f Of

h cello assuxres our lo cycle doroag A, f p a pour orproasionr

roTe 0 ot 3 1 ie odded a d0. ufaedo

iansl dasdris oIr labl veorigr dons coto relation tr u

utilisonto io isrb daqaao ola docto phase.it~ a dpe

2..b aou e asonle dstrms ea , So ,iar pa daeot eain

La relaticn(a) on% lquation Van* hyperbole do soordonndost

Xy- 1LZ: t + 1,7168t@.X +~ 8uO 0

51 1 'osplitude do ddpart &on osoillations eat inportonto (par example 6 &*grin sat Is
figure 2.1), an grad wuer do couples do valeurs distinotes do X Y est diaponibie.
Le coefficients Xt , C a0 t 800'. pourraiest; Ott. dtornindo par usea dthedo do momn-
droe osrrds. Reis loxpirienoo nontre, quo lee rdsultatoasini ottenus sent pa's satis-
faisants, ot qunii set prdfdrable do proodr en. deux itapo. La prenibre consiso &
appliquer Is, mdthodo des noindres oarrdu & la ddtozmiation. des coefficients do
1' asymptote A' dquation:

Y wZX - l,7l68C9O

dont I& Pont@ no ddpond o* do t at ilintersoetion. avee l1ze z, do6.

Los valaurs sinedi obtonwas, Portion dons lliquation do ilhyporbole, donneront a

Doalon, parties dams Is relat on b), a1las doniagrent f0 . danaow

2.1.4.- Cam da cycle limit..-

a) examen do* conditions d'oxistenoe.
Le oyele-linito set oaraetdrisi par 0. .8 v "ir Is, ouxb oen traits plains
do i& figure 2- 4.
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Los amplitudes instajitandem des minumordes amortis max points 0 at D, sensiblement

confondus, u'expriment par lou relations,

10 - ( 9 + ) . 2

1* rapport R 0 /3 eut lid au seat do phaseo 9 t auz angles In, etj par~ t

ym 2.-( 1 + l- -%)
(2) 2 e2

et par consdquent~d'apr~s (1) et (2) t

d' otis

(4) k oosmI, - 0o9(1-%) -0

h 1 ttdonnds, 1.. coastantesif, k t71 9 T , peuvent Stre calculie. sucoesaivement

*Q d'sprbs (2), k d'aprba (3), 710 d'sprba (4), Pais 1~ d'aprbs (2).

Lem relations (1) donnent ensuite R1 at R

Pour quo le cycle linite exists, il faut on outre quo, dame 1. triangle do catd. Rot
1 ls, 2%*, l'angle compris entre % et Rs it le valouar do gealeuide. Cett@ condition,

cempte tenu do (3), slexprine par

(5) 1 2 -I O
k2  kR2

Unexenpi. do cycle linits eat dos=6 figure 2-4.

b) Calcal do. constant.. t at W en fonction do oL t X L

La friquonce fL at l'amplitude x L dui cycle limit. most mosurdem en msai. Los roea-
tions denit.. do (1) o 5 i-dessas auxquelles il convient d'aSoutert

(6)Lo.1 0 +
fL L 0

reprdsentent 7 4quation. 7 inconus, qai moats

Lear solution peat Stre rocherohde par itdrations successive@ en presnt, par example,
coem valours initial**, cellos do 8. et t ddduitom dui traitomont offectud mar Is

partie dicroimeante do llomcillation. W eat directement lid* & l'absoimue ft point CD
figare 2-4 .

2.1.5.- Calcal dos coefficients adredynsamiques Ca -0U + OnC

- Des oscillations on absence d~dcealesent, dent l'Equatiess du mouvessent a la ame
form@ quo cello du mourement daes 1' Ecoulenet, pormettent do d~terminer lee constan-
too do le. maquetto at do la suspension, d'apr~m s

k-MIc YO t as - 2%wo y
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*t slil ya lion 0 at W eat la pulsation propre do i'oucillatios

-Lea oe~fficients adrodynstiques On, , Ou + 0m sent obtonum &b partir do@ constentos
ddduites des rdsultatm dloosi d'aprba:

a) done lee intorvallos d'Elongation parcourus &Too la peat*-ke,
auivOat ABC ot EDP

a =(k k)/+pV28t &Yec ko . 021
Ca 0-k- 0 0

b) dans les intervallem d'dlongatioa parceurus avec la pent.-k 3'
muivant CD ot 73 t

ot & toutos lea valour, do i'Elongationa

C-q+Cad w. 0 Y

Do. velours nundriques mont prdsentdos done Ia rdfdrence (7.1 Ion y romarqaera la faib~o
velour do ,do i'ordro do 5.10-3 h 10-2
Remarque. La courbe reprdsentative du momnent des forces d'inertio, -Aen fonction do

Il'longation oat confondue avec cello dui moment de rappel, N ,quand l'arnortissemont

eat nul. Lee deuz courbee sont ldgbrement diffdrente. dens le can contraire, C4 0.

In effet ie point figuratif do -10 no suiit pas Is mArn. trajet dan. lee deux sons.

commo 1e aontro ia figure 2-4. Cependant, lea ecarts indiquds our cette figure corres-

pondent h une valour do tbeaucoup Plus importante que cell,. rencontrdea dens in

pratique.

2.2- BoUxiibeO rdthOde[ 7.2&31 . NOE lindaritdo continues.

Dan* la publication oitde on r~f~rence, VAUCEERD examnine i. pr~sence simultade do

non lidanitm continues dui coofficiont do ia vitoaso ot deoaelui do l'Elongation.

Pour simplifier ie prdsejkt expooE, con nion lindarit4a wont examindom imoidnont daze

lon can lea plus Simples.

2.2.1.- Jon-lindaritd our le tern* do rappel ot amortismeont aul.

L1Equation dii souvement dean am dem cae lea plum aimplom, a pour oxproomion:

§+21 + a 0 )Gu 0.

Coeat uno Equation do DUPPIJO, dent lo momeont do rappel, du troisibne dogr4 *a 6) so

prdsent. conts omntro la figuroZS.-Au second ordro prbm, ia. solution do cotte

Equation oat do ia format

0=,comw t aveo W.,=jl- 00

ia valour do ia frdquonco ddpond do la valour do l'asplitude qul root. constant* an

cours do l'oacillation; guivant le signo do a, ia frdquonco augmontera. on dirninuora

avec Ilamplitudo. a ot Woont des conatantom.

Le moment do rappel prdsent. uno analogie avo coiui ddcrit an paragraphs 2.1, main

das lo cam prdsent loin cdplacosents des points mes font do fagon diffdronto. Au lion
0o

do no nottro qu'uno faiblo fraction do ia pdriodo pour passer do ia position fixe

h ia position fixe -Os sinai quo pour le rotour on semi inverse, 1e point oorroopon-

dent as ddplace saintenant do facon continue pendant touts la durde do I& p~riod.
1801
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An coarm d'un oyclo()varie entro E)A ot -@A; 80M point do renoontro avec lax.

des 0 do I& tangents on II h la courbe M(E)), so ddplace do - k+ d'aprbe la

relation s

Go 2ae~( 3a9m)

La courbe do phase eut repr4sent~e, sane tenir compto des harmoniquos supgriours,

avec une bonne approximation par la circonfdrence correspondent h lloacillation,

fondamentalo do pulsation Wa).

2.2.2.- Non lindaritd do vito... ot moment de rappel lindaire.

L'dquation do VAN der POLs

+ 1KO bOl) 6+ W19 . 0

reprdsente uo example simple do non-lindaritd do ctte* eapboe.

Bi l'amplitude initial* oet ohoisie dgale h

as qui impliqwe b<O , la solution eat pdriodique et a pour expression approchdo

0 - SA(COmwhot - 1 sinW~t) +- sin3fijOt, car C)=

Cette solution correspond & us cycle limits. In offot, si 1l'amplitude a nine valour

diffdronto des

A'
*Ile a tendance h s'en rapprocher.

La vitesse -awlaire do tasgage a pour expressions

0 -s -S ~ t (coswt _ in3a) t)

La reprdentation. tans le plan do phase oat doande figure 2-6 , sur laquello la

oironfdronoe reprdsontant l'oscillation lindairo a figalenont 4t6 tracdo.

Laoque loa conditions du oyclo-limite sont satisfaitos, le coefficiont d'amortinso-

sent lindairo riduit out ndgatif (t<O), le oefficiont d'amortinsmontt

~L 9
A .' aoc A

eat ndgatif aux faibles valour. do l'dlongation ot pohitif aux valours plus dlevdos,

suivant S
SA

a) e<2 --- O

b) On 8A -- I X

O) O)A X->2

La aquotte regoit do ld4norgio do l'dooulemont tans le can a) at reatituo cottw

4nergio & l'dooulomont quand a) out vdrifid.

La figure 2-6, montre quo danm 1e premier quart do pdriods, pour un. valour donnie do

l'dlongntion , la valour absolue do la vitesse angulair* rdduite &U~ sot plus foible

quo cello do l'dquation lindairo at quo le oontraire exist* dame 1* second quart; do

sort@ quo 10 moment d'amortisomeat moyon au oours duo pdriode oat nul.
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2.2.3.- Ga. gdndral. Non liadaritda continues do vitesas at do rappel.

L'dquation du mouvoment dtudid par VAUCHERET @'dcritt

01+ 03)+ CF(e) 0
(0) a la dimension doS Z est un acalaire tel quo 41 64

r, peout sloxpriner par don polyn8foa ene,0 4dets 1e plus souvent sous ln forme:

P anI(r )e0  + ( Eb OP) 0

La solution do cotte dquation a pour expression:

8= 6(t) con wt+

Compte tenu do la, valour do E E) 6 A(t) ot (I(t) peuvont Stre derits somes I& forme

OAt8® + LOWt At w(4t + (t) = {[t 0, 4.

EA , W. etont des constantos do l'onciilation et lee expressions L[loJont
des coroissomonts dont lee grandeur. roatent moddrdo. par rapport aux constantos.
Ii oet uontrd dans la rdfdrenoe [7.31 , quo la non-lindarit4 du coefficient do b
influence uniquefent la frdquonco at quo Ia non-lindaritd du coefficient deo6influence

uniquenont l'aaplitude des oscillations.

Le calcul dos expressions des coefficients do P h partir des variations do friquence

at d'anplitude eat indiqud dana ia m~me rdfdrence, qui donne Agaloment l.. expressions

des coefficients adrodynamiques non-lindaires emX t Cnq+ C&

3.- zXPhBSSION DU MOMENT AERODxNAMIQUE SUR Uh BNGIM ENi MOUVE4EN' "CONIOUEA'.

d'aprbs MURPHI ot BRADLJX 161

C6 mouvemont.observd au tunnel do tir our doe maqueto dlengine 4iancds de rdvolution,

so prdbente sous I& zerm. d'une rotation unilormo au~our dui vecteur vites-e, dont isa

diretion at la grandeur rostent constantes. L'anglo entre l'axe do syndtrie do l'en-

gin ot la direction do la vitesee eat important; il n'est janais infdrieur h une ving-

taine do degrda.

Un voetour vito... constamt implique des dquations du asouvoment liniten aux dqua-

tions du moment cindtique. En outre, slos as iduisout h deux 4quations seuaiement,

car la forme particuli~re do l'engin rend ndgligeables lea moments autour do l'axe

do symdtrie. La rotation propre autour do cot axe sera donc ndgligdopdans l'anaiyse

quA suit eli. sera supposde nulle.

Il rest@ done deux 6quations qui exprinent l'Equulibre autour du centre de gravitd q~

do 1'ongia, des momnts ddoompom~as uivant deux axes roctangulairos lids h l'ongin,

fig.3-l et perpendioulairos ontro eux, soit:

-l'axe do tanae (iy perpendiculaire au plan fomEd par 7'axe de symdtrie U*x ot le

voctouax vitesse T.port6 par l'axe4za

- l1aze do iapt Os omtonu dana le plan 4xx a

Co souvomont, h deux dogrds do iibort6, ddpend de deux variables qui peuvent Otre ,-

prdsentdes par l'engle d'incidence (a -Cxa (kx) ot 1a vito... angulaire do rotation

suivant WX a sit p



30-12

Il y a lieu de notor, quau coura du mouvesent,l'angle do ddrapage 0 rest* constamnt
mul.

MURPHY et BRADLUY 4tudient 2le mavement libre do l'engin, puis le mouvoment entro-

tenu par un moment do tangage dd & jine l6gbre dissym~trie. Lour analyse eat basde

our 1'bypotbs quo l'engin eat dynamiguoaent instable aux faibles valours absolues

de l'angle d'incidence, instabilit6 qui s'exprime par des valour. ndgatives du coef-

ficient d'amortissement rdduit e t par des valeur, positive. des dirivdee do sta-

bilitd par rapport aux vitesses angulairee telles quo Cm et C nr

Le prdsent paragraphe eat coreacrd au rappel de leur mise en dquation dana Ie can du
mouvoment libro et h Ia prdsentation do queoues remarquos our la stabilitg do co

motivelment.

Notations particulibres &. in rfdrence is]

Gxyz axes lids h l'engin, Gx axe do symdtrie,

(XZ ayes adrobalietiques, appolds aussi axes sane roulis (non-rolling ares)
i1. a-sut animds d'une vitosse do roulis -p par rapport aux axes Gxyz.

affix. do Ia projection do la vitesse rdduite Z/V dane le plan rz,
(complex-yaw).

6 module deZ (&= sin~d

angle d'incidence, entro Gx ot V,

e argument do [t~= ( V + i )/ V - 6.~
CM coefficient sans dimension du moment autour do l'axe Gy.

a ongueur rduite do trajectoire, 
( a = V/

W0 pulsation do l'dquation do Man der Pol.

Coefficients des ddrives agrodynaniquea do atabilitd.

CM coefficient de la ddrivde du moment otatique do tangage b CM)
0 coefficient du terms lindaire des ddrivdea d' mortisaement.

ce coefficient . la m~ine valour en tangage et en lacet.
ad, coefficient dui terse en 62 du coefficient d'amortiaaesent do tangage,
do coefficient dui terms en 6dui coefficient d'amortisaeesnt do lacet.

Indices supdrioura.

() ,C )ddrivdes premibre et second. par rapport au tempo,
)P, ( ~ddrivdea premibre et secondo par rapport hL a.

Notations conformes aux recommendations ISO.

pt q. r composantes do Ia vitesse angulaire our lee axes Gxyz lida AL
l1'engin.

pa composante do la vitesse aziguliairo our Gxa v support dui vocteur-

vitease.

p q r formes r~duites des grandeur. prdcddentoa (p m p9/V etc.)

angle do gf to

4' vitesse angulaire correspondante

Nota.- Lee opdrateurs ( e' t ( e ont idontiques, en of fet:

d )t.do e
il en rdoulte quo

I )V (
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et do ma..:2

La correspondance entre lea variables de Ia r4fdreno. [ejet cello. recommanddes par
1' 1 8 0 eat rappelde ei-deaous.

variables ISO variables [8] correspondaice

aE s inck=

Pa e PaPai COO
q . 6Lq osa

r = p sicomaco

qinQ ~ D coo C(
rea~arcos a 8' 8'

t-eeV =('+iOc ' , Z. -[6. -81265+

Lee dquationu gdndrales du moment oindtique ont pour expression vectorielle:

+j L +~A(I = ( moment adro.) avec MI) [OX 1 0

at dtant donn6 la. forme do l'engin:I
1=1 ml W Ot -<1.

(01 eat le vecteur rotation do l'engin,

1.QJ 1e veateur rotation d'entratnemont,soits

l IPcosa+4 a p a aifa]2  (T symbole do transposition

apCDL 6 a in~q

Dane Ia suite WlQ*=(Qlar , par kiypotkibe 4=0. Dana I.. cam particulier examind ici

l'dquation. de roiulia pout Stre ndgligde. Lee quationa du moment cingtique soat limi-

tdes aux dquations do tangago ot do lacet, qui. oat pour expresaion natricielle:

I

dt ~aco~[~sa 1 ,

£ ~ ~ s 'innE

et avec lea. variables de Ia rdfdrence [81

Coa /oou

06 d &/Cosa N11~

et susi forms ddveloppde avec lee variiables mane dimeasions

6" -.0 6 (1 - If) ME2FOCL

8"6+2 0'6'(1 ix) II

I I
aprbs avoir poad: 1 - 1~U]
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lee deux 6quations peuverit Stre 3rempiacdes par un. seule dquation AL termeg complexee

avec,

C5 a CREatC+(Caq + C.&) qm

na Cnr

On renarque 1l'absence de terme enpot, due & la. forms particuli~re de l'engin et

& =0

En romplagant q St r ,par lea variables de la rf4rence (8],(voir 1. tableau ci-
4sssus) on obtient d'une part, Ia correspondence t

~ac~ at~%q+ C~ ( 0  2(1+ a

a -n -[do+ dej'

e t d ' a u t r e p a r t : + c e i s C s ( N d d 2 6 6 ( d 0 + d 2

et compte tenu des relations suivantes, utiliadeg done Eel:

on retrouve, dane le cooa 0, l'4quation de Van der Pol hvariable conpiexe prdsent~q

danea] I8

(1) ~ +(H 0 +H 2 ) a 2N 05.±2 "96 0

SO sdparant lee parties r4elles et imaginaires, on obtient

(2) + P Id + d2(i+a)6236' _a S + p" I)S. 0.

P*' + 2*S+(od26)w1.0

lea dquations (2) adnottonkt deux solutions particulire.:

1) une oscillation Plane outour d'un axe fix., caractiriade par 3a rotation:

p - 0  , q ~0 ,r -O.

p = 0 vdrifie ia. seconds dquation (2) quells que soit ia valour de 6.
la pronibre 6quation (2) eat une dquation do Van der POL k variable

r4*ii1 6 la frdquenco et i'amplitude du cycle-limits ddfini par cette

dquation ont pour valeurm:

fgL A7,~ Wei~7 ,MI I OL ±jArc sin W-C7o d2i+al
2) un scuvoment "coniaue" oaractgrisd par :

- unie rotation constants dirigds guivant is veotour vitosas, soit

P ao (PC m constante. - 0, r,= constants), I
-un angle d' incidence constant CL, ( ein%- 6., e - 0).

La seconds dquation do (2') donne I&, UTU146v

aINAesin V70 d2
La premibre dquation do (2) donne Is voou dep

So mouvement rdsultpnt pout Stre une combinaison do cos deux mouvemsats.
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La stabilitd do corn monvomontu oet dtudido par la m~thode do. petitrn perturbations,

qui consists & donnor de petits accroinnomont. aux valour. do rdgiao do. variable.
On obtient ainsi un eyat~me d'dquationm lindeires , dont la stabilit6 oet dtadido do
fagon claumique. Le cam du mouvoment conique eat aonnd ici h titre doexomple.

Soient lea accroiseemonta:

2

avec a -d 0 /d 2 F d'aprb. la meconde dquation do (2)

Lein dquatione do atabilitd ddduitem do (2) a'dcrivent:

JA60 + adb~iA 2pw60 A 0

2p~c A+ 2dp 62H A6+ 6 Ap" - 0.

dans lesqueJllea on a poed : H = pse3,/I,

L~e systbjme (3) eat lindaire en Abet AD .eon dquation caractdristique m'dcrit:

~+ ad - 2p *

2pX+ 2d p' 6'H

et en ddveloppant:

(4) ~()+ ad 2 H X+ 4p 2 * 4d 2 62H) =0

L'expdrience montre que l'on obtiont une bonne approximation do l'une dos racinog do

)par: d- 1

L' dquation pout alora sldcriro mousn Ia form. approobde,

(4bis) 6 1). (a -1)d 6"R x+ 4p:) +d H60-) -0,

ce qui revient h considdrer:

a- 1 d 6'H Z 0
4pf 2 a

a

La condition ndcemmaire h Ia stabilit4 du mouvement, indiqude don. (8)

qui rend positif 10 terme en ;?do (4) eat mime on dvidenoe done (4bis).

Cotto condition pout dgalement m'exprimer part

4.- EXPRESSION DU TORSEUR ABRODYNA4IQUE OUR UN AVION E RAIKE DE TRILLE *TABLIE

C0NSIDjR" COKKE4 UN CYCLE LIITU. d'aprb. TOBA ot SCHIFF [91.

L'dtudo do Ia vrille d'un aviom set trbrn oomplexo, car ce mouvoment eat h mix dogrd. do

libertd ot lea dquationu du mouvement oompromneat des terme n on-lindairrn d'inertio

et d'adrodynamique. Il me memble pan qu'il existe,h 1'heuare actuelle, un.

Z thode do ditermination ystdmatiqu dem torsos arodynaniques non-lindairem.
ea adthodeu do caloul do dynamique do la vrille soat pursuat nundriques. Elle. uti-

lirnt lee rdoultatm obtenu n e vol, our maquetto libro em soufflorie vertical., at

rdceameat les rdoultats obtomum area leen montages on rotation uniform. em moufflorie.
Les vaeors des termos adrodynamiques moat oloulde par diffdremoe ou~r lea rdpomces

do lavion ou do la maquette, dout Is &&see at 10 temmeur d'imerti* goat conning.
Los travaux do TOML at SCHIFF, entrepria depuis do mombrom ad.. reprdsaetemt Rae
tentative interoesante pour guider 1s ohoix d'im odble sathdmatiquo mo-lindaire.



La cause essentielle do 1& vrille not 1& tondane l'autorotazion provoquio. It ici-

doe* dlevd., par too ddoileamts dissimdtrioia our lVaile. II eat done admissible,

dome itno presibre phase do l'dtuds do supposer 1. trajectoi'e raetiligne parcourue

vitema. constants. La prdsente 6tiids eat ainsi ramende h uns dtude analogue h cells

du paragraph. prdddont, main ii faudra, cetto foin, tonir compte do l'Aquation de

roulia. Le mouvement considdrd eat done It troin degrda de libertd et V'on pout prendro

comae paraubtres varLables, fonctiona du temps , lea angles d'incidencoGa, de ddrapageo
et 1. vectear rotation A., qui aleat pas gdndralesent confoadu avec is voctour vitesgo.

Or, fet onotion do sea 3 cog~antes P, q, r, our lea azes-muion Gxz, ot ii aemble-

rait & premibre vaze quo le mouvemont ddpondo do ciaq paraubtrea. 11 u'oh eat nion, car

la trajeotoire dtant roctiligne, 1* direction do I'accdldration du centre de gravitd

rests fixe, cO qui me traduit par lea deux premibres relations nuivafltes:

. I cosdtgp 1 -ainaItgo]ZJ.[MPJ !]c IMP] s inct 0 -comaE
.p.L comacoa0 smno ainacoapj

pa dane la. troisibmo relation, eat la projection de Osur la direction do Isa viteaso.

pout done atre ddfini indiffireamont par Cp q rlT ou par 16 PJ

- 'autorotation eat proche,comme l's montrA LA BURTHE [10], dVan mouvoment do Poinaot

anquel eat adjoint an toraeur adrodynamiqus do faible grandeur par rapport AL cells

du torseur don forces dinortie.

Pour am. vitoase V 0 donde, lea conditions d'sxistence d'un rdgime d'autorotation et,

par conedquent, Iea valours des paraubtroa CLP O Pa mont complbtement ddfinis par

ls. 4quationm du moment cingtiquo. 1iles sont oompomeae gdndralonent de Ia somme d'un

torus constant at Vaun torus fonction du temps, moit,

cc, + 6CK(t) 13 + AA(t) pa +Ap (t).
so a

- n rdjime de vrille, deux Parsmbtrea auPPldmontairea viennent m'ajout r c cux qui

caraotdriaent l'aurorotationsg 10 rayon do vrille ot le cap relatif.

Le cap relatif et l'angle entrs 10 rayon do vrille et In projection do l'axe longitu-
dinal avian Gx aur Is plan perpendic~laire h l'axe do vrille, aoit Xcot angle.
Le rayon do vrille R eat presque toujoura petit par rapport aux dimensions do Ilavion

il no reprdsents gdndralemsnt qu'une faible fraction do la longuour do rdfdrence.

II en rdsulte quo lea 4quationa du moment cindtiqus do l'a~torotation et do la vrillo
mont pratiqaenent lea names: la vitesas angulaire pareste inchangie et 1on diffdrenoes
entre lee valours des angles a'kmoidenos at do ddrapage en autorotation at en vnille

mont trbs petites.

Loa oaractdristiques do la vrille peuvont Stre exprimdo. scum Is forms du vscteur

d'dtat:

[NJ P pa V0 a XIT,

dent lee composantom sont gindralement fonction du temps.

TOBAKE ot SCHIFkY, en partant d'obaervationa exp4rimenteles, proposent do reprdssnter Is
torsur adrodynamique par des coefficients mans dimension, denit. dons dos axes lid. h
Ilavion, do la format

[ck(t)Jm-lyk(%, Opao)I+ (Oka ckp ckp akq aCkr[ali
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done cottoeoxpression,

[C k M) eat an vecteur dont lam k composantem aont fonation dui temps; k roprdsents, lee

six symboles X,Y,Z,t,a,n.

Lee tormes dui second membre roprdaentents

tock (Cb,pO,pSo)Jun vecteur constant,

6B 1-16a 4 bp Aq ArI n vecteur It cinq comsposazites fonction dui temps, expressions don
diongationsa t des vitesmes angulaires d'une oscillation.

I~C Ckp Ckp okq Ck une natrice de k lignem ot cinq colonnes dont lea i4l4ments sont

lead~rv~e prtille doICk par rapport aux composantes de[AI1.

L'oxiatence do cette matric* implique quo [Ck((XOO',P osoit continuaet ddrivablo par
rapport aux 4idmonts do [AN]. Dons 10 cam ot coin idments sont des quantitda petitos do
premier ordre et si to k(t)J no contient pa. de terme explicit. en t, clest-&-diro sit

la matrice o Ikcr- *C kr no contient quo des teme inddpendants du temps, et (Ck(t)I no
ddpend dui temp. quo par l'interuddiaire do (l

Le deuxibm. terms dii second smbro pout 46galement sloxprimer par:

(cX T g C 0  k I3
UU1 Aoc, b &a

Lee doux veetours[Av] et [A3'] sont lige par la relation suivanto, qui tiont coapte do
l'exprossion de Ia aatrice [NP] ot do son accroissement A[MP] 4 Ia suite do l'acoroisse-
montIARl, soit:

'Aa] 1 o 0 0 o
AD3 0 10 0 0

Mrz 0 -[P.COSa4 rjincVcos2 3 -coscL~tgp 1 ..SI"citgI3* A

t4 p csing sinct. 0 Eosa i*

Aw 0cosapcsD. sinP. sinvOcsP. Ar

La matrice (Cs*.Cplet done, dans Ie cadre des hypOT1bbses admises, inddpendante aui
tempsaet la connaiseance do Vaune des dciii matrices facteur de(AB] ou [AR'] suffit AL
difinir l'autro.

Par ailleura, ii faut remarquor quaosur lea cinq grandeure GC0,v0,p01q0,r0 trois V'entre

olles eeujlement mont inddpendantea, car sloes mont relidem par:

[Po] r acosebcosPol
rj [sin cospo]

La prdmente analyso pemt do timer don conclusions applicables aux expdriences do

vrillo at plus particulibroent aux aesures dynamom~triques obtonues aveo lea balances

an rotation uniform* daze parallblo h la direction do 116couiement.

ai s J T e [k~ O P0. p o ue t Itr. dterming n recherchant lea vectura

I(Po PaoT ddfinissant des rigiaem d'autorotation, exprimdm par C tam 0, qu. carac-
tdrimg un moment nul autour do Ilaxe x a
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Do plus, si i'on impose un petit accrolasentent AL un vectourla0 p0 Pao IT qui d~finit un.

rdgime d'autorotation doando et si I. vecteur [Ck eat continu et ddrivable, leeassuroa

permettront do ddterainer lee troin promibres colonnes do ia matrice des ddrivdes par-

tiolies (C~ Cpck]. Los matrices correspondant h diffdrenta rdgimes d'autorotation

ne sont pas & priori identiques entro slos, car ECk Ino varie pas ndoessairement do
fagon lindaire en fonction defp 1

Par aillours l'dtude do ia vrilio ndcossit* aussi ia connaissance des ddrivdos C k& ot
Ck ; un moyon d'obtenir ceoo coefficients, propoad par TOBAK, consisterait h effectuer

lea mssures avec 1' ae do rotation inclind our Is direction de l'dcoulement.

Los composantes do arur lea axon-avion reatont constant.. pendant ce mouvement, alors

quo Xet P variant pdriodiquezent & chaque tour.
Cependant done la. pratique, lea hypothboes reatrictivem daises par TOBAI ot SCHIFF, qui

mont vdrifidos done lee cao do vniliea ditom "peu agitdem", no mont plus adnissibios

iorsqu'il s'agit des vrillom des avions do combat aodernes. Cette observation eat Rise

en dvidenco our Is figure 4, tirde do Ia rdfdrenco (11 qui neproduit lee rdponaem des

gyrombtres obtenuesn au coura d'uno 4volution on vrille d'un tel avion. Ellen montrent
la prdsonce d'osciilationa, en assiotte longitudinal. et en angle do gite, d'smplitudo

aupdrieure & + 40 degrdm. Le model.e quasi-lin4aire qui vient d'Atre expoad no ouffit
dornc pas h leur 6tudo , pour laquello ii conviendrait dlutiliaer lea m~thodes non-lind-
aires pr4aentdee aux paragraphos 2 et 3, adaptoea aux 6quationa dui mouvenent dont lea
coefficients mont des matrices at lea variables des vecteurs.

Lea notations do ce paragraphs mont conformen aux recommandationa I 8 0. La corrompon-

aveo loe notations do TOBAK ot SCHIFF eat indiqade en annex.

5 .- CONCLUSION.

Les quelquem applications des adthodes do adoanique non-lindairo, publidem par diff6-

rent. autours au coura do cern dernibres anndem, qui viennent d'Stre oxpoadom, couvnent

ian vaste donaine adrodynamique allant des oscillations do tangago & ian soul dogr6 do

libertd & des mnvements h six degrdu do libertd auasi complexes quo coiui do ia. vrilig.

Lea hypothbos et lea rainonnemonts suivim par lea autours pour 4tablir lea oxprosions
des torseurs adrodynaniquea non-lingaires ont dtd rappelds do fagon achdmatique St

siplifide. Ii a dt6 ontrd comment use expriment ds non-ingaritde discontinues do@

tormes do rappel adrodynamique, qui traduusont des phdnombnes d'hystdrdsis, ot des

non-lindaritdn continues des tormes d'amontiaaeaent adrodynamique, causes dlinstabilitd

dynmique par divergence ou tondance vera dos cycles-limites.

Cependant, pour donner mne vue d'enaemLle des modes d'expression non linlAsire, ii

faudrait compldten 1e prdaent expoad, iaitd aux mouvenents Olibroa", pen uno neprd-

aentation analogue dos mouvements "forcd, dont on trouve do nombreux exampies done

i'adnodynamique des pales d'hdlicoptbre , dom gouvennes d'avion at d'ongin.

Bn outno, loe applications pratiques do ces considgrations thdoriques au traitemont

des infomationa,recueilliesaen vol ot en soufflenis, ndceasitoraiont au prdalablo

ia mine au point do mdthodes permettant de caractdriser do fagon aystdmatique la

nature des non-lingaritda prdaentos dane coin informations.
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Annele

CORRESPONDANCE EF~TRE LES SYMBOLES DR LA REFERENCE 9 & LES STPBOLES

CONFORMS AUTX RECOMI4ANDATIONS 1 3 0.

SYMBOLES

Rgf~rence [91
TOBAK &SCHIFF I 5 0

Ck coefficient sans dimension d'une coaposanto
Ck it du torseur adrodynamiqae oar lea axes du

tribdre avion; k ddsigne lea ajuboles
I Y Z I a a.

ZB YB r.B x y z triedre avion.

ZB Y z ------ tribdre Nagradynaique" done lequel l'axe
normal z eat dane 1e plan ddfini par x Bet Ie vectetar vitesse-air.

kne pas confondre avec 1. tribdre adrodv-
nanialue I 8 0 rapgeld K l'ainfa a'aivant.

-------- xa y a za tribdre adrodynamique dona lequel 1'axe x
eat dirigd muivant is vecteur vitease-air,
l'.xe zg, oat situd done le plan de syindtrie
et l'axe ya normal aua plan form6 par lea
deux autree.

V/V vitems. normal. rdduite . a - inacoap

Vv vitesse tranaversale rdduite. s ing

a/V vitesse axiale rdduite.

I= cosaO= coamtcom.

01 angle du vocteur vitesse-air avec 1axe
longitudinal avion x ( angle xGx a).

6 projection dui vecteur unitaire de le viteass
air our le plan normal h& l'axe longitudinal
avion.

6= inraVit+ c'Pain2'a
e. 6/y - tga.

ro

6 V ainacosp

ZSi

Fig. A Correspondance entre lea notations de TOBAX et SCRIFF (a) et celles des
recommendations ISO (6).



30-21

0

ac

o w)

o -

o H

o a
.H

Z 0)

0

$40

w- w
4)-

'0 
H '

4-'

'0

X H IN AQ

ItI

4.~- UN )

H9) C)4

oo $4 z0
4'. 4 ) I 0

H 0j

.4 4 0e 1 -



30-2 2

0I a

0 4:

+ + 4

4-.0

S3 /

£C U .4

44'0 4.. -H r

r.4 -4 11 1
0. kJ 1:1 '0.

.. a *0 ' 0 a

-44a -

044 a) \;44

0

0

0.a

41 444

1:0 4:

0 :5

a) a a
LU 4.0 4.Ia4

1- 0

14 0 -

0 d 4 . IQ.

P40



30-23

00

4

14 4
0

ftr; 0 t"

m '- '0 0

LLI 0

0

/ 0 0

/ 02

;44 '02

Lii0 4.41
Q2 N

z- r202- 1 4

ID~~ .0

-02

0 
0 C )

02

3 
0 r4 .z

040

c,

02q



30-24

~;x

G zVz
p

G x aa

PR

I 21

Fig.3 Nouavement "conique" d'un engin de rdvolution.

Tribdres de r~fdrence, degrds de libertd a etpa
yz et y, z, sont confondum quaand (V= 0.

Sportd par xza est dans le plan xz1 .

50v

Fig. 4 Re'ponses de gyrombtres sur avion de combat moderne en vrille, origine
rdf4rence 11101+
Amplitude des oscillations en gtte et assiette longitudinale, 40 degrds
environ.



31-1

NONLINEAR OSCILLATIONS AT HIGH INCIDENCF

by

G. D. Padfield

Structures Department,

Royal Aircraft Establishment

Bedford, Bedfordshire, UK

SUMMARY

Of great importance in the study of aircraft motion is the derivation of simple functional relation-

ships between the basic aerodynamic coefficients and the motion characteristics. Such relationships can j
lead to a better understanding of the underlying mechanisms producing the motion. When a flight behaviour
prediction demands the use of nonlinear governing equations then the amplitude of the motion will appear as i
an additional parameter. Nonlinear problems in flight mechanics are not generally amenable to exact analyti

techniques and there is therefore a requirement for the development of rational approximations. To some
extent the perturbation method can meet these requirements and the paper outlines an approximate scheme for
stability problems where the linear theory predicts than an aircraft is flying close to a stability boundary.
The method of multiple scales is used to predict the transient oscillatory growth to a limit cycle condition.
For the case of slender aircraft at high angles of incidence it is shown by example what effects can be

expected on the lateral motions. Within the framework of the perturbation analysis it is shown how damping

moments may be synthesised from response measurements.

LIST OF SYMBOLS

A state matrix (Eq.!) s wing semi-span

A0  amplitude function (Eq.46) t time (Eq.i)

B WB22 sub-matrices (Fig 3) v sideslip velocity (Eq.AI)

C transformation matrix x state vector (Eq.])

E,K complete elliptic integrals (Eq.51) y displacement variable (Eq.38)

C,H amplitude functions (Eq.40) Y transformed state vector

S wing area Y|'L2 sub-vectors of y (Eq.3)

U eigenvector matrix (Eq.A7) Y20 periodic form of y2 (Eq.8)

R 2  nonlinear coefficient (Eq.28) y 3 ,y4  critical mode variables (Eq.25)

Y20 principal matrix solution (Eq.19) z2  equivalent to y2

a0  amplitude (Eq.21) z2i ith order approximation for z2 (Eq.14)

al,blcl,dl, coefficients in lateral equations A linear coefficient (Eq.29)

b 3,c3d 3  of motion (Eq.A2,A5) y v2 nv2

c(y) stiffness function (Eq.38) y m stiffness parameter (Eq.50)

C! ,C3  stiffness coefficients (Eq.44) E a small parameter (Eq.!)

ex'ez ixz/ixx' ixz/izz ri periodic time scale (Eq.12)

nonlinear vector function (Eq.]) noncritical eigenvalues CEq.5)

h(y,) damping function (Eq.38) damping CEq.27)

0' 2 damping coefficients (Eq.45) argument of elliptic functions (Eq.47)
h1 ,h2 noncritical and critical vectorfunctins (Eq3) u2 relative density = /S

functions (Eq.3) 2

h 2 1,h2 2  components of h2 (Eq.21) system parameter (Eq.)

ix, ,i inertias normalised by Ms
2  ideslip function (Eq.30)

xxizz ixz
k normalising coefficient (Eq.A6) C0,0L initial and limit value of o

(Eq.32,34)
k 2  nonlinear damping parameter (Eq.50) T slow time scale (Eq.13)

zv(v),nv(v) rolling and yawing moment
v coefficients (Eq.23) transient response functions (Eq.34)

etc nondimensional aerodynamic damping decrement function (Eq.49)

derivatives (Eq.A2) , critical frequency and correction

(Eq.6,12)

I. INTRODUCTION

The dynamic behaviour of a rigid aeroplane in flight is characterised by the interaction of the

resultant aerodynamic, gravitational and inertial forces and moments acting on and about the vehicle's
centre of gravity. A mathematical representation of these contributions can be linearised about a refer-
ence cojnditionand the nature of free or stimulated small motion relative to this reference condition
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detei..aned by solving the linearised equations of motion. The results of the linear model will continue to
provide the bulk of the information required on an aircraft's stability and control characteristics. How-
ev.:, there are a number of flight situations where the linear analysis fails to predict or explain aircraft
belaviour because the linearisation is not appropriate. Such motions, including the stall, spin and spin
entry, wing rocking and roll coupling, can generally be associated with the applied forces and moments
.ving a nonlinear dependence on the motion they generate and hence can only be fully explained by solving
2 resultant nonlinear equations of motion.

Now the nonlinear problems of flight mechanics are not generally amenable to exact analytic techniques
and there is a requirement for the development of sound approximations that can be justified for a number
of reasons. One important reason is that the range of validity of a linear theory can be readily established
if a nonlinear theory is also available. Another is that an analytic approximation is more suitable for a
parametric study of a problem than is a purely numerical solution. An analytic technique, which has prob-
ably found more application in the physical sciences than any other, is the small parameter perturbation
method. The expansion scheme involved is based on an order of magnitude analysis and thus has an intrin-
sically rational flavour and allows improvements to be made systematically by including higher order succes-
sive approximations. The method is well suited to problems in which the nonlinearities are small so that
the nonlinear problem can be treated as a perturbation of a linear problem.

This paper is concerned with the application of perturbation methods to stability problems where the
linear theory predicts that the aircraft is flying close to a stability boundary where the stability
characteristics are determined by the nonlinearities. The method is illustrated by the effect of aero-
dynamic nonlinearity on the sideslip oscillations of slender configurations at high incidence. Within the
framework of the perturbation analysis it is also shown how damping moments may be estimated from response
measurements on wind tunnel models.

2. MATHEMATICAL STATEMENT OF THE PROBLEM

The class of problems to be discussed are distinguished by the following characteristics.

A nonlinear autonomous system, the solution of which depends on parameters v and L , is described
by the matrix differential equation

dx
- A(v:)x = c(x,v;c) (I)dt

where x(t,v;c) is an n-vector containing the components of the state of the system, A(v) is an (n x n)
matrix and g(x,v;6) is a nonlinear function of x(t,v;c) , continuous and analytic in x and satisfying
the condition

- = 0 (2)

c is a small parameter not necessarily having physical significance. For the application to lateral
dynamics later in the paper, the vector x contains sideslip velocity, rates of roll and yaw and roll atti-
tude. The matrix A contains the linear aerodynamic derivatives and v may be interpreted as angle of
attack; the vector function & contains the nonlinear terms. Suppose that at some value of v , say vf,
the unique linear part of Eq.(1) when c = 0 exhibits a periodic solution, xf(t,vf;0) . At this con-
dition A(vf) is referred to as being critical. It is then appropriate to as the-following questions for

QI For small values of c are there any periodic solutions of Eq.(l) that bifurcate or branch off
the linear solution xf and if so how do we approach determining these solution curves and ones
nearby?

Q2 How is the geometry of the state space modified close to the equilibrium point x(t,v;c) = 0 ?

As will be shown the answer to Q2 is closely connected with the stability characteristics of the
periodic solutions of Eq.(]) when E * 0 . Using a perturbation method we can develop quantitative answers
to these questions in an approximate form.

The condition that A(v) is critical is crucial to the resolution of these questions. Any attempt
to generate an approximate solution of Eq.(1) at v = vf via a straightforward asymptotic expansion in
powers of c will fail due to the presence of secular terms in the higher order approximations. These un-
bounded terms can be corrected for in the search for periodic solutions by noting that the frequency of the
solution depends on the amplitude and thus requires an asymptotic expansion itself. It is in the elimina-
tion of the secular terms that we obtain the conditions necessary for periodic solutions to exist. Before
proceeding to answer QI and Q2 in detail it is pertinent to pose a further question at this stage.

Q3 Can we continue a solution, obtained for c : 0 as a function of v for small variations in
about v - vf so as to include the regions in which the linear approximation predicts asymp-

totic stability and instability.

The answer to this question would indicate whether the instability is mild (stability boundary safe)
or catastrophic (stability boundary dangerous) and will be sought after by transforming Eq.(I) into an
equivalent system.

With regard to the stability properties of Eq.(1) it is known that at the critical condition the
terms in j(x,v;c) become important. Assuming that we can expand &(x) as a Taylor series in x about
x - 0 , then a useful definition of stability in critical cases relates to the stability in the Nth approxi-
mation. Here, N is the degree to which terms in &(x) have been retained. Much of the work on the
stability of these critical cases has been formulated by Malkin

I
, and the theorems developed are applicable
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to systems in which the stability properties in the Nth approximation can be determined from the stability
properties of a reduced form of Eq.() in which only the critical variables appear.

The analysis will be developed for a fourth order system with matrix A(v) having distinct eigen-
values. By a suitable transformation of co-ordinates, x = Cy , Eq.(i) can always be written in the decom-
posed form.

~dyl
S B11 ( (3)

dr2 = ch2 (E, 2;c) (4)_j t '22Y2 Y(1Y2

where yl(t; ) and y2 (t;c) are the two-dimensional sub-vectors of y(t;c) composed of the non-critical
and critical variables respectively, such that,

B 1-1 (5)

B 22=~ 0~ (6)XI2 0 1 +

Here l and X2 are the eigenvalues of A with negative real parts and ±iw0  are the purely
imaginary eigenvalues of A when v = vf . It is assumed at the outset that Re(XI) and Re(X2) are
negative so that, when c = 0 , the equilibrium of Eq.(I) is asymptotically stable in the first approxima-
tion. The periodic solutions of Eq.(3) and Eq.(4) when c = 0 are therefore restricted to the sub-vector
Y2 (t;O) ie

= (7)

=2(t) Y 20 (t) (8)

When e * 0 , a family of periodic solutions bifurcate off the zeroth order solution given by Eqs.(7)
and (8) and we need to determine the particular member of z20  ie the associated amplitude and frequency,
appropriate to the function h_(O,2;c) . Hence, for small c , the problem reduces to one in two dimen-
sions. For this approximation to be valid it is perhaps clear that there should be more restrictive con-
ditions on the non-critical vector hl . In Ref I, it is shown that the abbreviated system given by Eq.(4)
with yl(t) set to zero will reproduce the stability nature of the equilibrium of the complete system in
the Nth approximation if the resolution of the function h)(O,_2;c) begins with terms of order greater
than N . If this is not the case then a suitable transformation of Y, should be devised to eliminate
terms in Y2 of order <N .

With the above condition assumed to hold, the reduced system takes the form,

dY
2
- B2 2X2 

=  c12 (0'Y 2 ;O) (9)

It has already been noted that a straightforward expansion of y2(t;c) in powers of c would lead
to nonuniformities in the higher order expansions due to the presence of secular terms. These nonuniformi-
ties can be eliminated for periodic solutions by expanding the unknown frequency in powers of c and this
is conveniently achieved by introducing a new time scale for which the period is 2r . Expanding Eq.(9) in
powers of c and equating like orders of E leads to a system of perturbation equations. The amplitude
and frequency correction for the mth order approximation can then be obtained by eliminating the secular or
resonance terms in the (m + I)th order equation.

The above procedure will yield a family of limit cycles in the restricted phase plane and will go a
long way in providing answers to our previous questions QI and Q2. We would like to go one step further
here and determine the behaviour of nearby trajectories or the actual transient growth or decay to or from
the limit cycle. In tackling this initial value problem we employ a technique known as the method of multi-
ple scales. The rationale of the method is discussed in Ref 2 but the important assumption we make for the
present problem is that for slowly varying-oscillations the amplitude and frequency depend explicitly on the
slow time ct . By imbedding the scale et in the problem of determining periodic solutions it will be
possible to approximate the slow transient response.

We therefore re-define the function y2(t;c) as a function of two time scales n and T

Y2 (t;c) Z 2 (n,T;E) (10)

so that

d . d 13 + c + 0(c2) (11)
dt T Dr

where we write

dt ( + Cwl(T) + 0(c
2) (12)

and

= Ct + O(E2) (13)
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In Eq.(iO) the variables r) and r are to be regaded formally as independent so that Eq.(1I) becomes a
partial differential operator. We are now in a position to expand the new function E2(n,i;) as an
asymptotic expansion in powers of , , ,

-2  zF 2 Z20 (r,, I) + tz2 1 (11,T) + O(i
2) (14)

Substituting Eq.(14) into Eq.(9), using Eqs.(II) and (12), and equating equal powers of C we obtain the
zeroth and first order perturbation equations

'z2
0(I) =--- 0 - = 0 (15)

0 z21 z20 + '-20 (16)ri 22 _ I -- 2 + t -- 2

where B* 0 (17)
22 L0  - 2]

The zeroth order approximation is given by

z20 (n,r) - Y20 (ri)±20 (1) (18)

where the principal matrix solution Y20 (n) is given by

Y 20() [ cos n sin ] (19)

WO sin n W0 Cos r)

Without loss of generality we can set the second component in a_0 to zero and denote the first ele-
ment by ao(T) . Invoking the periodicity condition for Eq.(16), je that the right side should contain no
resonance terms, leads to the bifurcation equations for determining ao(T) and WI(T) . The periodicity
condition requires that the right side of Eq.(16) be orthogonal to the two periodic solutions of the
adjoint homogeneous form of Eq.(16), je

y-13)20 -20 I
f Y2() 1 -+ !1-- 2( ' 20;O) dn) 0 - (20)

0

If we denote the upper and lower components of h2 by h21  and h22 respectively then, after some
reduction, the bifurcation equations take the scalar form

da0  l 2
-- - (h sin n - w0 h2 1 cos n)dn (21)

21T

W - 2i oa0 f (h22 cos n + W0h21 sin n)dn (22)
0

3. THE PHYSICAL PROBLEM - NONLINEAR SIDESLIP OSCILLATIONS AT HIGH INCIDENCE

A feature of the lateral motion of inertially slender aircraft is the possible marked reduction in the
damping of the oscillatory mode that occurs as the flight angle of incidence is increased. At high enough
incidence this mode can become dynamically unstable and we can expect that, in the vicinity of this critical
condition, large excursions in the mode can take place. Generally speaking, we would like to know whether
the stability boundary is safe, in the sense that motions will be self limiting, or dangerous where the
instability persists with growing amplitude. We also require to know how stable is flight at angles of
incidence lower than the critical value since a large enough disturbance may cause a divergent motion to
develop. A linear theory is clearly inadequate in this respect and hence we need to consider any nonlinear
effects that exist.

Results of the linear theory do, however, shed light on the basic small perturbation motions as shown
in Figs I to 4. The basic data for these configurations is given in Table 1. The two aircraft considered
are slender deltas and both exhibit an oscillatory instability at high incidence. The instabilities are
somewhat different in origin however with the BAC 221 exhibiting a bursting of the concentrated vortex flow
over the leeside wing surface along with a change in sign of nv within the incidence range considered.
The HP 115 characteristics, on the other hand, can be attributed to a uniform degradation, with angle of
incidence, of the damping in the mainly rolling oscillation. Both of these oscillatory modes involve a
substantial amount of sideslip motion and it is to be expected that any nonlinearity of the rolling and
yawing moments with sideslip will have a significant effect on the oscillations. Data sources for these
aircraft

3
,
4 

reveal such nonlinearitics and these can probably be attributed to the changing strength and
positions of the vortices over the wing and those springing from the forebody.



To simplify the analysis we shall neglect additional nonlinearities present either of aerodynamic
(incidence angle and roll rate) or kinematic (roll angle) origins and assume that the rolling and yawing
moments are asymmetric functions of sideslip velocity. Hence, a cubic variation takes the form

C (v) = (nv v2V
2
)v (23)

C (v) = (Vo + .v2 (24)

Including these terms in the lateral equations of motion as described in Appendix I and applying the
reducing transformation leads to a critical mode (at ,= uf) described by Eq.(9) where, in terms of the
critical variables, we have

2 2. (25)
3= -w 0v Y4  0 

v

To investigate the behaviour of trajectories close to the stability boundary we will assume that the
eigenvalue pair 13, A4 have a small real part u of O(E) , corresponding to the computed linear damping
when a * af . Combining this term with the nonlinearities, the right hand side of Eq.(9) takes the form

!1_ '20 4] + [ [J + (AI + X 2)] (3c Y y + 6by Y + (d3 - 3W b Y3) (26)

0 2 0 0 + X2 ) 1 2

The transient characteristic is defined by Eq.(21) which takes the expanded form

da [2 R2 aa (27)
d-T- 7 4 L- 4T- 0 (7

where R X, + X2)W2 b - (X _ 2 )c (1 +X2)d3 ) (28)whee 2 2 0 I
+ 

)03 1 I2 0
) 
3 2 3

andW(l + )2 + ( 2 A2
2  

(29)

A 0( 2 0 1 )12)(9

The solution to Eq.(27) is readily obtained and it is useful to express the result for the sideslip
envelope, Ve (T) , using Eq.(25). We define new variables a and y as

3 2
a nv v e .v J (30)

Equation (28) may then be written in the concise form

R 2 = (zI + z2Y)nv 2  (31)

where Z, and Z2 are functions of the eigenvalues.

The solution for Eq.(27) can be written in terms of a as

(OO/GL)e
2
J

T

(a/L) = - (aO/aL)( - e
2

)) (32)

Or, more simply, in the form

= X/(i + X) (33)

(a 0Ia e W(0/oL)oL~e

where (0/ )  and X I - (ao/C (3)

a0 is the initial and aL  the limit cycle value of a given by

oL 211A/( + z2y) (35)

The function defined by Eq.(33) tells the whole story for the isolated critical mode and is shown
plotted in Fig 5. It can be seen that there exist six possible envelopes illustrated by the sketches
A to F. The parameter ranges appropriate to these sketches are shown in Table 2.

To summarise the table we note that limit cycles are possible above (A,F) and below (E,B) the critical
condition whereas for the other two ranges (C,D) limit cycles are absent. The effect of the nonlinear
moment terms can be stabilising or destabilising depending on the damping w
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For the two slender configurations referred to earlier the effects are somewhat different. Figs 6
and 7 illustrate the limit cycle amplitude variation with angle of incidence for the HP 115 and BAC 221
respectively. In general limit cycles above the critical incidence are stable while those below the criti-
cal incidence are unstable since the stability characteristics of the equilibrium or trim state away from
critical are not affected by Lite nonlinearities. The stability boundary is safe if the motifi is limited
aboVe tiLe cri iknc, incidence and dangerous if limit cycles exist below tle ,ritical incidenie. lable
stuilmirises the situation for tie two aircraft.

We can see from Table 3 that, generally speaking, the parameter 'v 2 has an opposite effect for the

two aircraft. For example, when nv2 > 0 , a positive ;v2 can be described as stabilising for the HP 115

and destabilising for the BAC 221. The situation is reversed for nv 2 0 . Referring back to Figs 3 and 4
we can see that for the HP 115 the mode that becomes unstable is the classical rolling oscillation whereas
for the BAC 221 a mode that has formed from the union of the more conventional spiral and roll subsidence
eventually goes unstable. For more conventional configurations a large negative 

t
v improves spiral stab-

ility but is detrimental to Dutch roll damping. It is, perhaps, too simple-minded to extrapolate the result
to the new situation but the analogy is apparent. The curious situation above is further reflected in the
linear theory through the variation of the oscillatory stability boundary with 

1
v and nv , shown in Fig 8.

For the HP 115 the decreasing damping, rotating the boundary to the right, and the increasing negative kv
gave rise to the crossing. For the BAC 221 the opposite occurs but it is the large change in nv that has
the main effect.

The connection between the Routhian variation and the nonlinear results is more than qualitative. If
one had started with the fourth order, nonlinear equation in sideslip velocity, assumed a periodic solution,
and carried out a harmonic balance the result obtained would read

5

a1 1 + X. b3v(c 1 + c3v~ - (c1 + 3  - a 1 + d3 vL) 0 (36)

The result given by Eq.(34) can be shown to be formed from the 0( ) terms in Eq.(36) and the impli-
cation is that the limit cycle amplitude can be obtained by measuring the distance that the point ( v,nv)
is offset from the appropriate Routhian boundary. In order to obtain the full result given by Eq.(36) it
would be necessary to include the coupling effects of the non-critical mode given by Eq.(3). The procedure

is discussed in detail in Ref I and involves introducing a transformation in Eq.(3) of the form

Y1 = 1 + f( 2 ) (37)

Substituting Eq.(37) into Eq.(3) and collecting forms of equal order in Y2 the function fI(Y 2 ) can be
built up. For the present problem fl begins with terms of third order and hence when these are included
in the critical mode, Eq.(4), the additional terms begin with fifth order forms. These terms will affect
the stability characteristics of the critical mode when the lower order nonlinearities vanish on the stab-
ility boundary (R2 = 0) and in this case the present approximation breaks down.

Restricting the nonlinearity to a single variable, the sideslip velocity, has resulted in a great
simplification of the problem and allowed the companion form solution to be developed. In practice a depart-
ing aircraft will develop large excursions in incidence as well as sideslip and the motion can build up to
the point where inertial and aerodynamic nonlinearities due to high angular rates are significant. For the
initial phase of such departures when the flight speed changes are small it is probably sufficient to include

the coupling from the short period longitudinal mode. The non-critical system will then be of fourth order
and the reduction transformation referred to above will inevitably be cumbersome. A numerical treatment
of this aspect would be time saving and the method of solution would still be more suitable for parametric
studies than a wholly numerical method.

Having approximately defined the critical mode for a particular configuration an oscillation rig that

produced a similar motion, could be constructed for testing a model in a wind tunnel. Estimates of the
damping close to the critical condition could then be made and we now outline a method for achieving their

estimation.

4. DAMPING ESTIMATES FOR SINGLE MODE MOTION

In this section a method is proposed whereby the damping coefficients, appropriate to a mathematical
model of the motion of a wind tunnel model, can be estimated from measurements of the logarithmic decrement
of the oscillation records. This is achieved by matching the measurements to an approximate functional
relationship between the damping decrement and the oscillation amplitude envelope which is derived, in turn,
from an approximate analytic solution of the describing equation. The method is described in detail in
Ref 6 and a similar technique is developed by Rasmussen

7
.

We assume that the adopted mathematical model can be described by the differential equation

y + c(y) + ch(y,';E) = 0 (38)

c(y) is a general nonlinear function of y and h(y,';E) , the damping function, which could include higher
derivatives with respect to time t . When E = 0 , we assume that Eq.(38) admits a known periodic solution.
Using the two time scale method to expand y as an asymptotic series in E we find that the bifurcation
equation for the zeroth order approximation can be written in the form

3G(A0 )

a- + H(A O ) 0 (39)
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where o) =( Jw(- dn

0
T

H(A0) = Jh(y0.wO _;O) -- dn (40)

0
and

dn w 0 + , T = Et (41)

AO(T) is the amplitude function defining the envelope of the oscillation, T, is the period in n
and YO(n,T) is the zeroth order approximation to Eq.(38), satisfying the equation

a2

2 YOw0 -*- + c(Yo) =0 (42)

0ar12 (O

From Eq.(39) we can derive an 0(E) approximation for the damping decrement between adjacent maxima, Yn
and Yn+ • After some reduction Eq.(39) can be written as

loge I n+ l  )Y = - EH(ym ) (43)

2  
2 + y2)/2

where yM Yn+3 n

Eq.(43) can be used, in conjunction with a least squares method, to estimate the form of the damping
function. A good illustration is provided by the example where c(y) is a strongly nonlinear cubic
function and h(y,q) is a quadratic amplitude dependent damping function.

c(y) = cIy + c3y (44)

h(y,y) = (h0 + h2y
2)' (45)

The exact solution for the zeroth order approximation, Eq.(42), can be written in terms of Jacobian
elliptic functions. For the case of a hardening restoring force (c, > 0, c3 > 0) we have that

Y0 (n,x) = A0 (T)Cn(n, 0 r)) (46)

with 2

2 2 2 -C3Ao2(47)
0= c1 + c 3A; 0 c + 2  (47)

The asymptotic approximation for the logarithmic decrement can be written as

2 logel icl = - thom + 0(6
2)  

(48)

8(1 m

where IF 3
YM

0 
Lo + k2(I + ym)L2  (49)

c3 3 k2 h 4h--o (50)
- ~m 2' h C

L = (2w -2 )E( ) + (I -, 2)K(p O)
and 0 0

2 4 2

L ( - W2)(P - 2)K(io) + 2(p + I - u 0 )E( O). (51)

K(j0 ) and E(G0) are complete elliptic integrals of the first and second kind respectively. The
function m is shown plotted against Ym in Fig 9. The occurrence of a zero damping decrement implies
the existence of a periodic approximate solution and this can be interpreted here as a limit cycle oscilla-
tion. A similar set of curves can be obtained for the two other cases, (cI > 0, c3 < 0) and
(cI < 0, c3 > 0) and are shown in Figs 30 to 12 along with typical phase plane portraits

6
. Least squares

estimates of the damping coefficients can be obtained from the measurements of the damping decrement using
Eq.(48). Results obtained from measurements of numerically integrated equations of this form are accurate
to within a few percent

6
; typical results are shown in Table 4 and Fig 13.

5. GENERAL DISCUSSION AND CONCLUSIONS

Approximations have been developed for free aircraft motion when nonlinear effects are present and
when the aircraft is flying close to a stability boundary. The analysis is based on the behaviour of the
isolated critical mode. Results for the lateral motion of slender aircraft with nonlinear aerodynamic



moments have revealed an interesting situation where limit cycles are possible above and below the critical
incidence. Aircraft motions can therefore be 'practically' stable when the linear theory predicts insta-
bility and 'practically' unstable when stability is predicted. For the two aircraft considered the nonlinear
rolling moment was seen to produce opposite effects. It could be speculated that the two distinct types of
behaviour represent the limiting cases when vortex breakdown is present, as for the BAC 221, or absent as
for the HP 115. In flight it was found that the BAC 221 became unstable at a lower angle of incidence than
the natural critical value when the pilot constrained bank angle with aileron. The instability took the
form of a divergence and occurred when the LCDP vanished

8
. The present technique can also be applied to

this situation with the critical mode having zero frequency on the divergence boundary.

The most important feature inherent in the perturbation method is the assumption of small damping in
the critical mode. For larger values of the damping the accuracy can be improved by including higher order
approximations but these should not destroy the basic stability characteristic predicted by the zeroth order
approximation if the conditions on the non-critical mode are met. The analysis becomes very lengthy and it
may be more appropriate for flight situations well away from a stability boundary to resort to the less
analytic averaging methods such as the algorithm proposed recently by Simpson

9
.

The technique proposed in section 4 synthesises weak nunlinear damping moments from oscillatory tests
of single mode motion. The method can cope with strong nonlinear static moments and is therefore well
suited to'large amplitude tests. Oscillations based on Jacobian elliptic functions show encouraging results.
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Table I

BASIC AIRCRAFT DATA

Relative density HP 115 BAC 22!

12 20.0 83.27

ixx 0.109 0.106

izz 1.27 0.634

ixz 0.0806 0.0

s 3.05 m 3.84 m

S 40.18 m
2  45.5 m

2

Tablc 2

PARAMETER RANGES FOR THE ENVELOPES A-F IN FIG 5

0 (0/cL) > 0 , (a) (a0/oL) < I E
(b) (a 0/aL  > I B

S< 0 (o/OL < 0  C

> 0 (ao/aL) > 0 , (a) (o 0 /c0) < I F

(b) (0/cL) > I A

> 0 (0O/aL) < 0 D

Table 3

HP 115 BAC 221

n > 0 2 > 0 n > 0 i < 0

Stability V2 V 2 V
boundary limited v2 < 0 limited X > 0

safe

n < 0 most 9v > 0 n < 0 most k2 < 0
V2  2  V2  V2

n > 0 most k2 < 0 n > 0 most £ > 0
Stability

boundary nv < 0 kv. < 0 nv < 0 x2 > 0
dangerous 2 2 2

limited 2 > 0 limited z < 0
v2  v2

Table 4

(a) PARAMETER VALUES FOR OSCILLATORY
SOLUTIONS OF (38)

Case (i) (ii) (iii) (iv)

c1 1.0 1.0 -1.0 -1.0

c3  10.0 -2.0 10.0 2.0

h0  -0.5 -0.5 -0.5 -0.5
h 2.0 6.0 2.0 2.0

1.0 1.0 1.0 1.0

(b) LEAST SQUARES ESTIMATES OF
DAMPING PARAMETERS h0 , h2

Case (i) (ii) (iii) (iv)

b0  -0.513 -0.499 -0.504 -0.49

h2 2.035 6.063 2.03 2.09
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ppendix I

LATERAL EQUATION OF MOTION

The normalised lateral equations of motion of an aircraft in terms of the sideslip velocity and its
derivatives can be written in the companion matrix form as

-- Ax y()(A-I)

where x

The midtrix A takes the form

A = 0 I 0 0]

where a, - y'- '- nr (A-2a)

Z=' + Zin' + y'n' -Qn' - ' (Y; + WO~) - v n(y -U) (A-2b)

I r rp 00 r 0

C,y'(2rn; - n'Z;) I (y; + W Won r~v0

+ (y V )(Z)n' - n'i' ) - g Qj' + nV tanS ) (A-2c)r 0 p 0  p 0  v0  0

d,=- gj(n'(Z'I - Z;tan -0 z I (n' - n tan e (A-2d)

n' r v r)

With the nonlinearity defined by Eqs.(23) and (24) the vector Yj(x) takes the form

? x) = 0,,,(xI(A-3)

where 9 4t (x) 3b 3(2v ' + vV - 3c 3v ~ d d3v
3  

(A-4)

with

b = i (y' + WO) - n' (y -t1) (A-5a)
3 v 2  p 0

v2 [Z(, + - n'(y' U t 0 ) - g 1 ] + n'[-v, -Q'y + W) g 1 RI n CO (A-5b)

d - -~ 'i - I tan e) k I (n' - n; tan 60) . (A-5c)3 ivr p 0 v2  r p 0

The particular normalising scheme adopted will not affect the analysis of the paper and hence all
dressings are omitted. The primed concise derivatives include the product of inertia terms and therefore
take the form

n +e Z n + e n +
n, k_~ n' k - , n = k r x r (-

v i.(Ieez)' p 1z~ (- exe) r iz (Il- exez) (

Z. + en z + en Q 4e

k2 v - Z V' - p z2 =z k r z r (-v i Xt (I exez) ' p t (I - exe ) r ixx(I - exe CA6b

where k is a coustant appropriate to the particular normalising scheme used.

For a companion matrix the transformation required to separate Eq. (A-I) into two levels of its
natural modes takes a relatively simple form.

Let U 5,e the matrix of eigenvectors of A so that

U -[~U1 U121 E [ I I] (A-7)
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The required similarity transformation can be written as

x =[I U12 U2 2]y =C (A-8)

At the critical condition when 1 3"."4 iw the sub matrices B1IIIB22  take the form eiven in
Eqs. (5) and (6) and we also have that

U 0 U U
1  

- + (A-112U22 2 211 1 12 2I0: -ijJ A1 x2 (, + A2),0A1 +A 2) 2-

The nonlinear vector has to be pre-multipliedhby the inverse of C but the only relevant terms are
those in the final column and those pre-multiplying the nonlinear terms in the critical i.ode are given by
the last two entries. At the critical condirion these reduce toq

2 2 2
+_ A 2 ) 0I 1'- (-0

34 2 + 2 (W2 2' C44  = 2 0, 2 + 2 2(AI)

0 2 0 120 I 2 ~ 0
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THE DYNAMIC STABILITY IN FLIGHT OF SPINNING

BLUNT BODY PROJECTILES

P C Parks
Department of Mathematics and Ballistics,

Royal Military College of Science,
Shrivenham,

Swindon SN6 8LA

England.

SUMMARY

Blunt projectiles fired from rifled guns are used for a number of specialised r6les, military and
civilian. Such projectiles have a pitching moment which is a highly non-linear function of incidence. For
very small angles of incidence the pitching moment is a restoring one, but for larger angles the moment
changes sign and an unspun projectile would then tumble. Spin stabilisation appears to be the solution but
the precessional motion in flight can result in quite large angles of incidence building up during flight,
with additional drag and drift. This paper investigates the precessional motion for a particular
cylindrical projectile. A solution is proposed involving an optimum rounding of the leading edge of the
projectile: this alters the pitching moment characteristics and also reduces drag.

NOTATION

A Moment of inertia of projectile about its axis of symmetry
B Moment of inertia in pitch projectile
c Aerodynamic damping coefficient
G2, 3  Aerodynamic moments in pitch and yaw

g Acceleration due to gravity
k Local slope of moment curve versus incidence
M(.) Aerodynamic pitching moment about projectile centre of gravity
O Origin of yaw and pitch diagram in Figs 4 and 6
n Projectile spin rate about its axis of symmetry
o Suffix to denote equilibrium point values
P, Q, R Equilibrium points shown in Fig 4

P)
q) Angular velocities about projectile axis of symmetry and in pitch and yaw
r)
V Forward velocity of projectile
a Angle of incidence
6 Yaw angle )shown in Fig 3
O Pitch angle )
X Root of characteristic equation for stability
W Frequency in rad s

- I

I. INTRODUCTION

Blunt body projectiles are used for a number of military and civilian purposes, ranging from anti-
tank missiles to non-lethal anti-riot projectiles used by the police. The pitching moment of such
projectiles is a highly non-linear function of incidence. In Fig I the pitching moment of a circular
cylinder, representing a projectile of the latter type, is plotted from wind-tunnel tests made on a scaled-
up model.

The pitching moment changes sign at an incidence of ± 40 and so that unspun projectile flying end-on
would experience a restoring or stabilising moment for small angular perturbations of less than 40, but
would become unstable and "tumble" for any larger disturbances. Cylindrical projectiles of the type shown
in Fig 1 have been observed sometimes to fly end-on and sometimes to tumble when fired from a smooth
bored gun.

To prevent tumbling a natural and well-known solution applied to pointed projectiles such as
conventional bullets or shells which have pitching moments which are destabilising for all angles of
incidence, is spin stabilisation. However when projectiles of the type shown in Fig I are fired from
rifled guns although tumbling has been prevented quite large angles of incidence are seen to build up in
flight.

This paper examines the precessional motion in pitch and yaw about the flight path of the projectile
shown in Fig 1. Now any spinning projectile has to precess in flight in order for its axis of symmetry to
follow the flight trajectory which is curved under the influence of gravity. Under the conventional
stability theory for artillery shells the shell settles down at a small incidence in yaw - the "equilibrium
yaw". This yaw angle provides an aerodynamic moment in yaw which achieves the appropriate precession in
the pitch plane necessary to follow the curved flight path. For a conventional shell depicted in Fig 2
the equilibrium yaw, 6, is to the right of the flight path as shown and the lift produced causes a
deviation of the shell to the right known as "drift".

Now for the conventional shell there is only one equilibrium yaw angle which provides the correct
precessional moment: for the projectile and conditions shown in Fig 1 there are three such angles, as
indicated on Fig 1. This leads to a more complicated regime of precessional motions in pitch and yaw
which are described in the following section.
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ADDITIONAL DATA: 

-2

Mass 0.132 kg, Diameter 3.7 cm, Length 10 cm,
Moments of inertia A - 0.23 x 10

- 4 kg m2 ,!
B - 1.21 . 10

- 4 kg m2 ,

Spin n - 817 rad s
-
1
, 
Drag coefficient CD . 0.76,

Initial velocity 80 ms
-1

, Initial angle of 2x 10
departure 100, Nominal trajectory: Range 145.,
Time of flight 2.5s, Vortex height 7.7m, Initial E
angular velocity of tangent 6.92 deg s

- 1, 
final

angular velocity 12.00 deg s
-1

, final velocity Z
46ms2

Ix1-22.3 x IO 3 Nm

R Q 
P

-1 55 
10

Incidence

o, degrees

_ xl0
- 2

Fig 1. Pitching moment of cylinder about CG, V f 80 ms
-1

Equilibrium yaw angle
(exaggerated)

Vertical /

Yawing Spin

yaw angle Impact point

Horizontal
plane

Fig 2. Equilibrium yaw angle for conventional spinning shell

2. PRECESSIONAL MOTIONS IN PITCH AND YAW

In the following analysis we shall make a number of simplifying assumptions. We shall neglect Magnus
forces and moments on the spinning projectile and we shall assume the moment due to incidence on the spinning

body is the same as that on an unspun body as measured in the wind tunnel tests on which Fig 1 is based.

The equations of motion are

BI + Apr - G2

Bi - Apq = G3

We shall at first neglect the angular acceleration terms in q and r and we shall put p - n, the spin of

the projectile which we assume to be constant.

The aerodynamic moments G2 and G3 may be written as
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o6
G2 - G() , G3 - 1(a) - (2.2)

where 6 and 6 are the small angular deviations in yaw and pitch respectively of the axis of symmetry from
the flight path, and a = /67 62 (see Fig 3). The angular velocities q and r are referred to fixed axes
in space so that

q - B - (g/V)r = (2.3)

r-

since the tangent to the flight path is turning at an approximate rate g/V for fairly flat flight paths.
(The precise rate is g cos O/V where 0 is the inclination of flight path to the horizontal. We assume
that 01 < 100, say, for flight paths of interest).

IS

3

Fig 3. Definition of angles 6, 8, axes and angular velocities

We have therefore the simplified non-linear differential equations for 6 and e

Ad- M ea
a (2.4)

-An6 - M(a) -a V

where a - 1 and M(a) is given in Fig 1.
We shall assume temporarily that V is constant and examine the behaviour of the coupled equations (2.4) in
the state plane of 6 and 0.

We seek first equilibrium points for equations (2.4) in the (6, 0) plane. These are situated where
the right hand sides of (2.4) are simultaneously zero. From the first equation we have B = 0 and in the
second equation we then have a = 6 and we seek solutions of

M(a) = Ang/V (2.5)

Now for the values of A, n and V given in Fig 1 there are three values of 6 satisfying equation
(2.5), giving rise to the three equilibrium points P, Q, R shown in Fig 4.

The character of the motion in the vicinity of these equilibrium points is of interest and to
investigate these motions we linearise about a particular equilibrium point (60, 0) by putting

6=6 + 6'
o 0(2.6)

0 el6

Now a / .(6o + 61)2 + e'
z 
- 6 (1 + f--) to first order, and so equations (2.4) become

0 0

Ang' - (1 k= + Wo
6 0 (2.7)

(60 + 6') _ k

and - An6' - (M° . k6') ( - W

since M4 Ang/V. Here k is the slope of the M(a) curve at a - 6
0 0

Eliminating 0' between the two equations in (2.7) we obtain
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lOIc

1.2sec

n -
R

IAsec

Fig 4. Trajectories of motions on 6, 6 plane

M k
6-z26 6 (2 .8 )

0

Mk
Thus the equilibrium point will be a stable centre if 6-- 0> and will be an unstable saddlepoint if
1k 6

0 .0

0

For the point P on Fig 4 M1 > 0, 6 > 0 and k > 0 and so P is a stable centre. Trajectories
0 

0

surrounding P are ellipses described in a clockwise direction as time increases. The major axis is
parallel to the 0 axis and the major and minor axes for the particular example of Fig 1 are in the ratio
of 1.62 to I. The frequency w of the simple harmonic motions in 6 and 6 are given by

iMk
W2 = 0

An 6
0

which gives a value of w of 28.5 rad s
- 1 

or 0.85 Hz.

For the point Q, H > 0, 60 < 0 and k < 0 and so Q is also a stable centre. Q is surrounded by

elliptical trajectories described counter-clockwise as time increases. In the particular example these
ellipses are almost circular and the frequency of the simple harmonic motions happens to be 0.85 Hz also.

For the point R, M > 0, 6 < 0 and k < 0 and so R is an unstable saddlepoint. We can deduce the

directions of the separatrices at R which are straight lines through R with slopes ± tan
1 -- , or

± 62.30 for the given example. o

Elsewhere in the (6, 6) it is possible to calculate the local slopes of the trajectories from the
equations (2.4) since these slopes are given by 4/6 and from (2.4)

e A a (2.9)

where a = - ' 
. 

The circle 62 + e
2 

= 16 (where 6 and 0 are measured here in degrees) is an isocline
on which the slope of trajectories is infinite since M(a) - 0 on this circle. From these local slopes the
general form of the trajectories may be deduced as shown in Fig 4, where the arrows denote the direction
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of increasing time.

At the time of firing 6 - 6 - 0 and so the axis of an undisturbed projectile would precess about the
equilibrium point Q in an approximately circular counter-clockwise orbit as shown passing through 0 on
Fig 4. A gust or other disturbance, for example reverse flow conditions just after ejection from the
gun, could cause a jump on to a larger orbit around P described in a clockwise direction and involving
larger angles of incidence and increased drag and drift.

3. FURTHER CONSIDERATIONS

The neglect of the acceleration terms Bq and Br in (2.1) does not greatly influence the situation as
depicted in Fig 4. If these terms are included then the trajectory starting at 0 becomes the rosette
motion sketched in Fig 5. For the numerical example of Fig 1 there is a high frequency nutation of
24.7 Hz at an amplitude which is about 1/30 of the precessional motion at a frequency of about 0.85 Hz
shown in Fig 4. Moreover these high frequency nutations are damped out by aerodynamic damping.

O.15s

0 Including high frequency nutations at
155.3 rod s (24.7 Hz).

0 Precession motion only at 5.3 rod s'0

(0.84H) .05s

Time in second%

-1"30 -1 0 Os
Fig 5. kosette motion from origin of 6, e plane

Aerodynamic damping, which may be introduced by adding terms such - ce and - ca (c > 0) to the
right-hand sides of (2.4), leads to a modified stability criterion for the modified form of equations
(2.7). The characteristic equation will be

M kM
(A2n2  + c2 ) 2  - Ac (k + + -o (3.1)

o o

where we have sought solutions of the form 6' - aet , ' - be . For stability of (3.1) we require

kM M
and (k +-0 < 0.

0 0
Thus the equilibrium point P (M > 0, 6° > 0, k > 0) becomes an unstable focus for small c, Q(M0 > 0

6 < 0, k < 0) becomes a stable focus and R remains as an unstable saddlepoint. The new form of the
0
trajectory diagram is shown in Fig 6. Many trajectories end up by spiralling into Q but a few can spiral
outwards in a growing clockwise motion.

The effect of aerodynamic damping on precessional and nutational motions does not seen to be widely
known and can be tabulated below:

Precessional (low frequency) Nutational (high frequency)
motions motions

Aerodynamically stable
projectile (k < 0) Stabilising Stabilising

Aerodynamically unstable
projectile (k > 0) Destabilising Stabilising

Table: Effect of aerodynamic pitch damping on stability of precessional and
nutational motions of a spinning shell.



32-6

4D1

- 40

Fig 6. Modification of 5, 0 motions of Fig 4 due to damping

A more drastic modification of the behaviour of the projectile from that shown by the trajectories
in Figs 4 or 6 is however caused by the fact that V in equations (2.4) is not constant. This will affect
the term M(a) which depends on V2 as well as the term Ang/V.

A step-by-step calculation allowing for these effects gives rise to a trajectory originating from 0
and plotted in Fig 4 as a curve of dashes. After about is angles of incidence of 100 or more have built
up on a trajectory which is spiralling outwards with greatly increased drag and drift. This is an
unsatisfactory result. A more precise computer calculation of this motion is shown in Fig 9.

4. IMPROVEMENTS IN THE BALLISTIC PERFORMANCE

The difficulties described above are really brought about by the low aerodynamic moments available
from the moment curve shown in Fig 1. A distinct improvement in performance is possible if the leading
edge of the projectile can be rounded in the manner shown in Fig 7. First, the drag coefficient CD is

dramatically reduced as the ratio radius of rounding/projectile diameter exceeds about 0.15, as shown in
Fig 7. (See also El). Secondly, the pitching moment curve is "straightened out" from the form shown
in Fig I to that shown in Fig 1. There is now only one equilibrium point with 6 - 0.30,8 - 0 as shown in
Fig 8. With aerodynamic damping this is an unstable focus but the instability will be a mild one and so
the angles of incidence in flight will be very much smaller than those shown in Fig 4.

5. CONCLUSIONS

Precessional motions of spinning blunt projectiles with highly non-linear pitching moment
characteristics have been analysed and proposals for improving their performance in flight by rounding
the leading edge have been put forward. Further wind-tunnel and ballistic range tests on such modified
projectiles are in hand.
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RESULTS OF PILOTED SIMULATOR STUDIES OF FIGHTER AIRCRAFT AT HIGH ANGLES OF ATTACK

Joseph R. Chambers, William P. Gilbert,
and Luat T. Nguyen

Aeronautical Engineers
NASA Langley Research Center

Hampton, Virqinia 23665
U.S.A.

SUMMARY

Recent interest in close-in air-to-air combat and the maneuverability
demanded by this tactical philosophy have resulted in increased emphasis on
providing good handling characteristics for fighter aircraft at high angles
of attack. In the past decade, the use of advanced piloted simulators has
been extensively evaluated in the U.S. as a means of predicting, evaluating,
and analyzing these characteristics. The paper discusses the experience
gained at the NASA Langley Research Center during the application of simulator
techniques to high angle of attack flight conditions for several current
fighters. The discussion includes (1) the simulator hardware, (2) require-
ments for static and dynamic aerodynamic data inputs, (3) evaluation
procedures, (4) correlation with flight, and (5) the effects of dynamic
stability parameters.

Accurate and valid simulation of maneuvering flight at high angles of
attack requires extensive aerodynamic data due to the extremely nonlinear
and configuration-dependent aerodynamic characteristics produced by flow
separation and the strong vortex flows encountered at such flight conditions.
These data requirements, together with the mathematical model required to
simulate current flight control systems, are best met with real-time digital
simulation techniques which utilize 3600 real-world visual displays to
provide a realistic piloting task and environment.

Results obtained with the simulator technique have correlated well with
flight test experience, resulting in early identification of potential
problems, identification of critical flight conditions, and solutions to
various deficiencies in stability and control characteristics. With regard
to dynamic stability parameters, the results indicate that certain parameters -
particularly damping in roll - can have a large influence on the flying
qualities and tactical effectiveness of fighters at high angles of attack.

As a result of the demonstrated value of the simulator technique,
piloted simulation now plays a major role in the design and development
process for high-performance military aircraft.

SYMBOLS

b Wing span, m (ft) V Free-stream velocity, m/sec (ft/sec)

CL Lift coefficient L Angle of attack, deg

Cla Effective dihedral derivative B Angle of sideslip, deg

6 Horizontal tail deflection
Clp + ClA sin a Damping-in roll parameter h

Q Spin rate, rad/sec
Cn Yawing-moment coefficient rms buffet acceleration at wing tip, gG wtCnB Directional stability derivative

Cnr - CnA cos a Damping-in-yaw parameter

INTRODUCTION

Recent military experience has shown that close-in iir-to-air combat often occurs and that the
strenuous maneuvers utilized during such engagements require that fighter aircraft be capable of controlled
flight at high angles of attack near maximum lift. This experience has also shown that fighter configura-
tions not designed for flight at high angles of attack may exhibit severe degradations in stability and
control characteristics in this flight condition which make them extremely susceptible to inadvertent loss
of control, departures, and spins from which recovery may be difficult or impossible. In recognition of
the importance of good flying qualities at high angles of attack, an effort has been underway in the U.S.
for about a decade to develop and accelerate the technology required to design highly maneuverable, spin-
resistant fighter airplanes.



33-2

As a result of its unique testing techniques and experience in stall/spin technology, the Langley
Research Center of the National Aeronautics and Space Administration has been extremely active in this
national research effort. At Langley, these studies include a wide matrix of testing and analysis
techniques, as illustrated in figure 1. Stall and departure characteristics are evaluated during wind-
tunnel free-flight model tests in the Langley full-scale wind tunnel; developed spin and spin-recovery
characteristics are studied during tests in the Langley spin tunnel, and spin entry characteristics are
studied with unpowered radio-controlled drop models. These models are also used in static and dynamic
wind-tunnel force tests to determine their aerodynamic characteristics; and the data are used as inputs to
theoretical analyses which are conducted to develop mathematical models to describe airplane motions at
high angles of attack. Although the model tests provide much information on high angle of attack charac-
teristics, they have several critical shortcomings. For example, the inputs of the human pilot have been
minimized or entirely eliminated. Thus, they do not allow for a quantitative pilot evaluation of the
flying qualities of the full-scale airplane. In addition, the use of unpowered models and space constraints
within the wind tunnels do not permit an evaluation of the spin susceptibility of airplanes during
representative air combat maneuvers. Finally, the effects of sophisticated flight control systems are not
evaluated because of space limitations within the models. With the advent of real-time digital simulation
techniques and air combat simulators, Langley has incorporated the use of piloted simulation into its high
angle of attack/stall/spin research program to provide the foregoing data.

The use of piloted simulation at Langley to investigate high angle of attack characteristics has
evolved from the initial use of a simple, single-cockpit with a limited visual display (ref. 1), to the
present Differential Maneuvering Simulator (DMS) which will be described later. Early simulation efforts
with the simple hardware identified several important factors to be encountered in this application of
simulator technology. Results of the studies indicated that in order to obtain a realistic evaluation of
the departure and spin susceptibility of an airplane design, the simulation must present the pilot with a
realistic air combat maneuvering environment. In particular, he should not be presented with a task based
on instruments; or he will quickly recognize an impending loss-of-control situation, reduce angle of attack,
and provide an overly optimistic result. The task should therefore require him to be almost constantly
looking outside of the cockpit to acquire and maneuver against an adversary. In addition, there must be
provided a good simulation of the cockpit environment in terms of pilot visibility, the display of flight
instruments, and the use of a realistic force-feel system for the pilot stick and rudder pedals. As
Langley's stall/spin simulation work progressed, it was found necessary to employ the DMS to more completely
meet the above mentioned requirements and to cover additional needs for improved hardware and sftware.

The general objectives of the stall/departure simulation research today are to comprehensively
evaluate high-angle-of-attack stability and control characteristics during realistic maneuvering tasks and
to define automatic control concepts which provide improved flying qualities and resistance to loss-of-
control during high-angle-of-attack maneuvering. More specifically, for a given airplane configuration,
the objectives are (1) to determine the controllability and departure resistance during l-g stalls and
accelerated stalls, (2) to determine departure susceptibility during demanding air combat maneuvers, (3) to
identify maneuvers or flight conditions which might overpower the departure-resistant characteristics
provided by the airframe and control system, and (4) to determine the effects of any proposed airframe
modifications on departure resistance.

This paper will discuss the experience gained at Langley during recent applications of the DMS to
several current fighter configurations; including-descriptions of the simulator hardware, aerodynamic data
inputs, procedures employed, and correlation of results with flight test experience. In view of the theme
of this symposium, an effort is also made to point oul the relative importance of dynamic stability
parameters on high angle of attack characteristics as observed during the studies.

DESCRIPTION OF SIMULATOR HARDWARE

The Langley DMS is a fixed-base simulator which has the capability of simultaneously simulating two
airplanes as they maneuver with respect to one another, including a full-wide-angle visual display fur
each pilot. A sketch of the general arrangement of the DMS hardware and control console is shown in
figure 2. Two 12.2-m diameter projection spheres each enclose a cockpit, an airplane-image projection
system, and a sky-Earth-Sun projection system.

A control console located between the spheres is used for interfacing the hardware and the computer,
and it includes critical parameters used in monitoring of the hardware operation. Each pilot is provided
a projected image of his opponent's airplane, with the relative range and attitude of the target shown by
use of a television system controlled by the computer program.

A photograph of one of the cockpits and the target visual display during a simulated engagement is
shown in figure 3. A cockpit and an instrument display representative of current fighter aircraft equipment
are utilized, and a fixed gunsight is used for tracking. Each cockpit is located to position the pilot's
eyes near the center of the sphere, which results in a field of view representative of that obtained in
current fighter airplanes. The cockpits are equipped with a conventional center stick, rudder pedals, and
a throttle. A hydraulic force-feel system provides desired stick and pedal force and dynamic characteristics.
Although the cockpits are not provided with attitude motion, each cockpit incorporates a buffet system
capable of providing programmable rms buffet accelerations as high as O.5g with up to three primary
structural frequencies simulated.

The visual display in each sphere consists of a target image projected on a sky-Earth scene. The sky-
Earth scene is generated by two point-light sources projecting through two hemispherical transparencies
(one transparency of blue sky and clouds and the other of desert terrain features), and the scene provides
a well-defined horizon for reference purposes. Spatial attitude motions are simulated; however, no
provision is made to simulate translational motions with respect to the sky-Earth scene (such as altitude
variation). A flashing light located in the cockpit behind the pilot is used as a cue when an altitude of
less than 1425 m is reached. The target-image generation system uses an airplane model mounted in a
four-axis gimbal system and a television camera with a zoom lens to provide an image t. the target
projector within the sphere. The system can provide a simulated range between airplanes from 90 m to 13,700 m
with a 10-to-I brightness contrast between the target and the sky-Earth background at minimum range.
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Additional special features of the DMS hardware include dimming of the visual display as a function of
exposure time at high normal acceleration to simulate blackout, use of an inflatable anti-g garmet for
simulation of normal-acceleration loads, and use of sound cues to simulate wind, engine, and weapons noise
as well as artificial stall warning systems.

The simulation is operated with real-time digital simulation techniques and a CYBER 175 computer. The
motions of the evaluation airplane are calculated by using equations of motion with a fixed-interval
(1/32 sec) numerical integration technique. The equations describing the flight control system and engine
dynamics are also programmed in the digital computer and integrated numerically.

The features of the DMS facility of particular significance to the high-angle-of-attack regime are
summarized in figure 4. Additional information and details regarding the DMS are presented in reference 2.

AERODYNAMIC DATA REQUIREMENTS

The application of a piloted simulator to studies of the high angle of attack/stall/spin area is, of
course, dependent on the development of a valid mathematical model which generates accurate flight moticns
and handling qualities. The most important, and most difficult input required in the development of the
math model is a representation of the aerodynamic behavior of the airplane. Wind-tunnel and flight-test
results have shown that aerodynamic characteristics at high angles of attack are unusually complex,
involving nonlinear, configuration-dependent phenomena produced by flow separation and the strong vortex
flows associated with such flight conditions. The aerodynamic input data used in the DMS studies have been
generated by static and dynamic wind-tunnel tests at Langley and at the Ames Research Center of NASA; and
in wind tunnels of the aircraft industry. Some illustrations of the complex and unconventional nature of
static and dynamic aerodynamic characteristics exhibited by current fighter configurations are presented
in figures 5 and 6.

Representative variations of static wind-tunnel data are illustrated by the directional stability and
control characteristics shown in figure 5. The data presented in the upper left of the figure show two
aerodynamic phenomena produced by fighter aircraft with long, pointed noses. The first phenomenon consists
of marked nonlinearity of Cn with angle of sideslip. In the example shown, the nonlinear variation was
a result of airflow separation on a long, pointed fuselage which resulted in a high degree of static
directional stability for a limited range of sideslip. At higher values of sideslip, the stabilizing flow
condition was eliminated, and the configuration was extremely unstable. The second high angle of attack
aerodynamic phenomenon illustrated by these data is the existence of a large out-of-trim or asymmetric
value of yawing moment at 8 = 0o. The asymmetric moment, which was caused by asymmetric vortex shedding
from the pointed nose, was several times larger than the corrective yawing moments produced by rudder
deflection. Such asymmetries have been identified as the cause oi several out-of-control conditions
exhibited by some current fighters. Wind-tunnel tests indicate that the angle of attack for onset of such
asymmetries and the relative magnitude of the asymmetries are dependent on the physical features of the
nose including fineness ratio, cross-sectional shape, and nose tip angle.

Data presented at the upper right of figure 5 illustrate that the conventional directional stability
CnB (based on measurements of Cn at = t 50) can exhibit large, rapid changes over a relatively small
range of angle of attack, and data at the lower middle of figure 5 show that control deflections about one
airplane axis (in this case deflection of an all-moveable horizontal tail) can affect stability about other
axes. Such results are, of course related to the large aerodynamic interference effects which can exist
between airframe components at high angles of attack.

Analysis of flight characteristics of fighter aircraft has indicated that variations in static data
such as those presented in figure 5 can have a predominate effect at high angles of attack, and that the
representation of such phenomena is absolutely essential to the development of a valid simulation.
Experiences with data for several current fighters also indicate that the phenomena at high angles of
attack, where there is extensive separated flow, are relatively insensitive to variations in Reynolds
number.

Unfortunately, there has been a tendency of aerodynamicists to overlook potential nonlinear and un-
conventional behavior of dynamic aerodynamic stability parameters; and in many erroneous studies of flight
motions the dynamic stability derivatives have been estimated using classical estimation techniques and
used as single-valued functions over the range of angle of attack. Wind-tunnel and flight results
indicate that, to the contrary, the dynamic derivatives are subject to nonlinear, unconventional effects
similar to those previously discussed for static derivatives. Dynamic wind-tunnel test techniques such as
forced-oscillation tests (ref. 3) and rotary-spin tests (ref 4) have been extremely informative regarding
the behavior of dynamic aerodynamic characteristics of fighters at high angles of attack and such tests
have proven to be the most accurate prediction method for recent fighter designs. Some o? the more
important trends of dynamic data noted are illustrated in figure 6.

The data for the damping-in-yaw parameter Cnr - CnA cos a shown at the left of figure 6 show that,
as was the case for static directional stability, large variations in damping may occur over a small range
of angle of attack, and that extremely large unstable values of damping may be encountered at high angles
of attack. As discussed in reference 5, this result is also associated with aerodynamic characteristics
produced by long, pointed fuselage forebodies.

Flow separation on highly-swept wings can result in large effects of motion variables (such as
frequency and amplitude) during oscillatory motions as illustrated by the results of forced-oscillation
tests shown at the upper right of figure 6. The large effect of amplitude of the oscillatory motion on the
damping-in roll parameter Clp + Cl sin a would obviou'ly be expected to be of great importa:nce to the
behavior of high performance aircraft during rolling motions at high angles of attack.

Finally, wind-tunnel results using rotary-spin balance techniques have indicated that the usefulness of
data obtained from forced-oscillation tests may be severely limited due to nonlinear variations of moments
with angular rates, as illustrated for Cn at the lower right of figure 6. Indeed, the classical stability
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derivative concept becomes questionable if such nonlinearities exist. These nonlinearities are especially
prevalent at higher angles of attack associated with spinning, and they represent a major obstacle to the
theoretical analysis of complex spin motions.

No discussion of dynamic aerodynamic data requirements would be complete without reference to the
representation of the so-called "A" derivatives (ref. 6). It is relatively well known that the physical
constraints of forced-oscillation tests conducted in conventional wind tunnels result in the measurement
of dynamic stability parameters (such as Cnr - Cn cos.i) which are combinations of pure rate derivatives
and derivatives due to rate-of-change-of sideslip, or B . Except for the use of special wind-tunnels with
curved flows or linear oscillation rigs, it appears that separation of the terms is impossible. In the
simulator work described in this paper, the dynamic parameters were arbitrarily assumed to be due to pure
angular rate only. That is, the parameter Cnr - CnA cos was used in the equations of motion as Cnr.
Although technically incorrect, the results obtained from simulation have agreed quite.well with flight
test results for the high aL simulations; evidently because either the effect of the derivatives was
negligible, or because the aircraft motions closely resembled those of the wind tunnel test model. At the
present time, exploratory studies are being conducted in a wind tunnel with yawing and rolling flow to
further investigate ; derivatives for current fighters.

EVALUATION PROCEDURES

The evaluation procedures that are currently used in stall/departure simulations at Langley have
evolved as experience was gained during individual simulation programs. The procedures that have been
found most effective reflect considerable care in both the selection of the evaluation maneuvers to be
performed on the simulator and in the specification of the ground rules for the pilot to follow in
executing the maneuvers and tasks assigned to him. All of the evaluations are performed using a NASA
research test pilot who is familiar with air combat maneuvers employed with current fighter airplanes;
however, military and contractor test pilots, and fleet pilots often fly the simulation during the :ourse
of a study to obtain information prior to airplane test flights, and in some cases, to validate the
simulation.

Experience with the simulation of fighter stall/departure characteristics has shown that mild, well-
defined evaluation maneuvers can produce misleading results inasmuch as a configuration that behaves fairly
well in such slow maneuvers may be violently uncontrollable in the complex and pressing environment of
high-g, air combat maneuvering (ACM); therefore, the tasks used should vary considerably in complexity and
difficulty. Finally, for purposes of evaluation in comparing the performance of the airplane with
modifications, the tasks used must be repeatable. The following evaluation procedures are used to account
for the foregoing considerations. In order to force the evaluation pilot to fly the simulated airplane at
high angles of attack, the target airplane is programmed to have the same thrust and performance charac-
teristics as the evaluation airplane; however, the target is given idealized high-angle-of-attack
stability and control characteristics. When faced with such an adversary, the evaluation pilot must force
his airplane to the limit of performance and controllability. The superior target airplane is flown by
the evaluation pilot through a series of ACM tasks of varying levels of difficulty while the target motions
are simultaneously recorded on magnetic tape for playback later to drive the target model as a tracking task
for the evaluation airplane. In this manner, repeatable tasks, ranging from simple tracking tasks to
complex, high-g ACM tasks are developed for use in the evaluation.

Normally the simulation evaluation of a particular configuration is conducted in two fairly distinct
phases. The first phase of the study involves pilot familiarization qith the simulated airplane, evalua-
tion of the "open-loop" departure/spin resistance characteristics of the airplane, and development of the
air combat maneuvering (ACM) tasks for use in the second phase of the study. The second phase of the study
involves having the pilot(s) fly the simulated airplane (with various control system and airframe configura-
tions) against the various taped ACM tasks. Some of the various maneuvers and tasks that are employed
during the simulation evaluation of an airplane configuration are listed in figure 7. During the first
phase of a study, thepilot looks for flight conditions or maneuvers in which the simulated airplane exhibits
degraded stability and control characteristics. This involves an evaluation of the stall, departure, and
spin resistance characteristics. Flights involve both slow and rapid (accelerated) entries intc the stall/
post-stall angle of attack region and the assessment of applying various control inputs, individually and
in combination.

A further assessment of departure/spin resistance is made using several specific maneuvers for stall
entry: (1) an aerodynamically-coupled entry, (2) an inertially-coupled entry and (3) a vertical stall
entry. Although such maneuvers may not be frequently encountered in air combat, they are usually critical
at high angles of attack and should therefore be considered for highly maneuverable fighter airplanes.
The aerodynamically-coupled entry consists of the pilot pulling the airplane into a low-speed, high-angle-
of-attack condition in a turn and then rapidly reversing the bank angle. The bank-angle change kinematically
translates angle of attack into sideslip and a large sideslip excursion will result serving as a critical
test of the stability provided by the airframe and flight control system. A condition such as this might
occur in combat if the pilot attempted a rapid heading change at very low airspeeds during a near-vertical
maneuver. In the inertially-coupled entry, the pilot applies full back stick while rolling rapidly from
a moderate angle of attack condition (a roll and pull maneuver). The combined large roll and yaw rates
often cause sufficient inertial coupling into the pitch axis to drive the airplane to large angles of attack.
The last maneuver, a vertical entry, is accomplished by flying the airplane into a near vertical climb,
allowing the airspeed to drop to near zero, and then pushing the nose over to cause a rapid increase in
angle of attack. In this case, large excursions in angle of attack will develop and an airplane pitch control
system designed to limit angle of attack will be severely tested due to low dynamic pressure and the
consequent lack of longitudinal control power.

Several tasks which differ in difficulty and complexity are used to evaluate the airplane during high-
angle-of-attack tracking. These tasks are: (1) a steady windup turn with gradually increasing angle of
attack up to the maximum trim angle of attack, (2) a bank-to-bank task (or horizontal S) to evaluate rapid
rolls and target acquisition, and (3) a complex, vigorous ACM task to evaluate the susceptibility of the
simulated airplane to high angle of attack handling qualities problems during aggressive maneuvering.
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The rationale behind including the mild tasks, such as the windup turn, and the severe maneuvering tasks
is that handling qualities deficiencies that may be manageable for the pilot in a mind, slowly-changing
task can become completely unmanageable in a pressing, rapidly changing task where the pilot has in-
sufficient time to compensate for airplane handling deficiencies. The intent is then to find any such
situations and attempt to develop airframe or control system improvements to alleviate the deficiencies if
possible.

CORRELATION WITH FLIGHT

During the high angle of attack simulations cr iducted to date on the DMS, seven different airplane
configurations have been studied; five of these are depicted in photographs shown in figure 8. Each of
these configurations exhibited unique aerodynamic stability and control characteristics at high angles of
attack. Also, each of the configurations incorporated significantly different automatic control law
concepts, particularly relative to the control system characteristics at high angles o attack. Control
system complexities ranged from the simple, limited-authority, rate damper concepts employed in the F-5E
to the full-authority, fly-by-wire, maneuver-demand control system and angle of attack-limiter concept used
by the YF-16 configuration. The simulations have therefore covered a broad range of aerodynamic and
automatic control concepts, many of which have been found to be quite effective in preventing loss-of-control
during high angle of attack maneuvering. Some results of these studies are reported in references 7 to 9.

Most of the simulations were conducted early in the airplane development programs for the specific
aircraft, and results were obtained prior to actual flight tests. In each case, military and industry test
pilots were able to experience invaluable exposure to the anticipated high-angle-of-attack characteristics
of the aircraft before entering into flight tests to determine spin susceptibility.

An important measure of the value of results produced from piloted simulations is whether or not
problems and solutions identified in simulation have also been verified in full scale flight testing. It
is not the irtent of this paper to present a comprehensive set of detailed simulation results for comparison
with flight tests but rather to point out the problem areas where application of the simulation techniques
described herein have proven successful and predicted characteristics in general agreement with flight
test experience. This correlation covers two areas: the correlation between high angle of attack problems
experienced during simulation and flight tests; and the effectiveness of solutions to these problems.
Some of the specific areas of correlation are indicated in figure 9.

The general problems identified during simulation and the critical maneuvers identified for each
configuration studied on the DMS to date have been found to correlate extremely well with flight test
results. This correlation covers such areas as the decrease in tracking capability of a configuration
due to- ck, inertially-coupled departures, and loss-of-control from such problems as excessive
adverse yaw genae-t-by roll control surfaces. Airframe and automatic control concepts developed in
simulation for improving high angle of attack characteristics have also proven out in flight tests. For
example, the development of a lateral-stick-to-rudder interconnect concept to alleviate roll-reversals due
to adverse yaw at high angles of attack was one such successful project.

Another area of correlation between simulation and flight is that of piloting problems pcculiar to
flight at high angles of attack encountered during the development of advanced high angle of attack control
concepts. One control concept (known as stability-axis rolling) is that of rolling the airplane about the
flight path at high angles of attack to minimize sideslip excursions. However, in causing the aircraft to
roll about the velocity vector, the control system both yaws and rolls the airplane in response to a pilot
roll control input. It was found that pilots used to rolling about the airplane longitudinal body axis
were very disconcerted by the substantial initial yawing motion which they observed in response to vhat they
thought was a pure roll control input. It was found, both in simulation and in flight, that the concept
was totally acceptable after the pilots adapted to this new control concept.

INFLUENCE OF DYNAMIC STABILITY PARAMETERS

As might be expected from knowledge of the configuration-dependent nature of high angle of attack
stability and control characteristics, the relative importance of aerodynamic dynamit stability parameters
has varied considerably. For example, in some of the simulator studies, virtually all of the major factors
affecting high angle of attack handling characteristics were related to static aerodynamic phenomena, and
the effects of the dynamic parameters were essentially negligible. On the other hand, several configura-
tions have indicated a susceptability to handling deficiencies related to the dynamic parameters.

One specific maneuver limitation resulting from dynamic aerodynamic phenomena is wing rock, which is
characterized by uncommanded limit-cycle roll oscillations at high angles of attack. The motions tend to
be periodic in nature, and the roll amplitudes reached during the rolling motions may reach large magnitudes,
resulting in a serious degradation in tracking capability. A flight test time history of a current fighter
configuration encountering wing rock during a tracking-task is presented in figure 10. The pilot initiated
the maneuver by banking the aircraft into a left turn and increasing g loading by pulling back on the
control stick while avoiding intentional lateral stick inputs. As angle of attack increased, the airplane
suddenly exhibited large-amplitude wing rock which completely negated the tracking capability of the pilot.
In order to regain tracking, the pilot reduced angle of attack and had to reacquire his target.

The seriousness of the degradation in tracking which may be experienced due to wing rock is illustrated
in figure 11. Data are presented which indicate representative values of CLfor onset on buffet and wing
rock for a recent fighter configuration. Data are also presented indicating the relative magnitude of
normal accelerometer readings of buffet as measured at a wing tip station. As shown at the right side of
figure 11, the effect of buffet on miss distance during tracking was noticeable, although relatively small.
However, when the aircraft encountered wing rock, the tracking error became very large, and the pilot was
only able to track for brief periods of time.
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Recent experience with fighter configurations exhibiting wing rock indicates that the phenomenon may
.as .-lsoave large effect, on the performance of flight control systems designed to enhance high angle of

........... attack handling characteristics. For example, the implementation of an aileron-to-rudder interconnect
concept may result in aggravation and excitation of the wing rock as a result of sideslip generated by
rudder inputs at high angles of attack. In one case, a fighter configuration had been modified to incor-
porate a stability augmentation system designed to alleviate wing rock tendency which was easily
aggravated by the pilot during precise, closed-loop tracking tasks. Unfortunately, the control system
modification not only failed to suppress the wing rock problem but inadvertently seriously degraded the
airplane departure/spin resistance. After sufficient piloted simulation study and correlation with flight
tests, an improved automatic stability and control augmentation system was designed which successfully
suppressed the airplane wing rock tendency while providing a high level of departure and spin resistance.

Considerable research has been conducted in the U.S. and England on the identification and aerodynamic
causes of wing rock. Wind-tunnel tests and flight studies at subsonic and transoni speeds have indicated
several potential causes of wing rock, as indicated in figure 12. At the present time, additional research
is believed to be needed to verify that aerodynamic hysteresis is a major factor causing wing rock; but
there is little doubt that aerodynamic nonlinearities, shock-induced separation at transonic speeds, and
loss of roll damping near wing stall are major factors.

At subsonic speeds, it appears that the major factor producing wing rock is loss of roll damping. Some
results of wind-tunnel forced-oscillation tests of a current fighter with wing rock are presented in
figure 13. The data show that the magnitude of Clp + Cl sin a decreased markedly at angles of attack
near wing stall, resulting in a loss of roll damping near a = 120. The magnitude of Cls , however,
remained large near a = 12'. As a result of these aerodynamic trends, the aircraft exhibited wing rock
in the angle of attack region indicated.

Although the foregoing loss of roll damping can be identified as a cause of wing rock, the mathematical
modelling of such aerodynamic behavior normally requires additional data for valid simulation of fighters
at high angles of attack. In particular, wind-tunnel studies hae shown that the effects of frequency and
amplitude of the oscillatory motion experienced during wing rock can have very large effects on the
magnitude of damping in roll. For example, shown in figure 14 are results of forced oscillation tests
over a range of reduced frequency and oscillation amplitude for a fighter configuration at ot = 30'.
The large effects of frequency and amplitude would be expected to be extremely important in the calculation
and theoretical analysis of wing rock. It has been necessary in most simulator studies at Langley to
obtain similar data for valid simulation results, and it is extremely important to recognize the existance
of such effects in any theoretical or simulator study of high angle of attack flight dynamics.

With the necessary supporting forced-oscillation test results, it has been possible to obtain simulator
results which are in relatively good agreement with flight test results. For example, shown in figure 15
are time histories which indicate the correlation of wing-rock motions obtained for a recent fighter.

CONCLUDING REMARKS

The NASA-Langley high angle of attack/stall/spin research program on military configurations has
resulted in a considerable amount of experience in conducting piloted simulations to study the high
angle of attack characteristics of current fighter configurations. Piloted simulation has proven to be an
extremely valuable research tool for the analysis of these characteristics, and it will conLinue to be
used to explore the behavior of advanced aerodynamic configurations and to develop automatic control
concepts to provide improved high angle of attack characteristics for both current and advanced high-
performance airplane configurations. The value of fixed-base piloted simulation as a tool for studying
airplane characteristics has been recognized and utilized by most military airplane manufacturers in the
U.S., and they are now placing emphasis on conducting such simulations during the airplane development
cycle.
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Figure I.- Scope of stall/spin research test techniques used by NASA-Langley.

Figure 2.- Sketch of the Lanqlpy Dif,'Prential Maneuverinq Simulator (DMS).



Figure 3.- Visual display during simulated engagement.
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Figure 4.- Features of the Differential Maneuvering Simulator (DMS).
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Figure 7.- Simulation evaluation maneuvers.
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SUMMARY

In order to ascertain whether the inclusion in the equations of motion of certain aerodynamic cross-
coupling terms may be important for correct prediction of the motion of an aircraft at high angles of
attack, a study was undertaken in which the sensitivity of the motion time histories to these various
terms was examined using a six-degree-of-freedom simulation on a hybrid computer. Both straight and
turning flight conditions were included, and to simplify the problem, the equations were formulated for
the constant-thrust, stick-fixed condition. The aerodynamic cross-coupling derivatives were considered
both as constants and as locally linearized functions of angle of attack. The effects of varying certain
derivatives from an assumed nominal set on the response of the aircraft to an initial perturbance are
presented graphically. This limited study indicates that the dynamic cross-coupling moment derivatives
due to pitching have a marked effect, while those due to yawing are relatively unimportant.

NOMENCLATURE

a acceleration
b wing span
a wing mean aerodynamic chord
C.1 L/(!Sb)

C N/(qSb)

Cx CyCz (aerodynamic force components)/4S

F force
g acceleration of gravity
h altitude
I moment or product of inertia
L aerodynamic rolling moment
m mass
M aerodynamic pitching moment
N aerodynamic yawing moment
n aircraft load factor
p angular velocity about roll axis
q angular velocity about pitch axis

i dynamic pressure
r angular velocity about yaw axis
S gross wing area
T thrust
t time
u,v,w velocity components in x, y and z directions, respectively
V freestream velocity
X,Y,Z earth fixed orthogonal axes with origin at origin of flight and with Z-axis pointing down
x,y,z orthogonal system of body axes with origin at the aircraft CG and with x-axis pointing forward
a angle of attack
Aa difference between a and aT

0 angle of sideslip
0 aircraft bank angle

#A aerodynamic roll angle

YH, YV horizontal and vertical flight path angles, respectively

8 arctan (ton ao coso )
*,6, Euler angular rotations in yaw, pitch, and roll, respectively

Subscripts:

o refers to value at time zero
T refers to trimmed flight condition
x,y,z refer to x,y or z body axis

a,9,&,ap,q,r I
denote derivative (of a moment) with respect to c,0, etc.

a|
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Superscripts:

A dot indicates time derivative

Traditional Moent Derivatives:

CO= avbCma - aCm./bcL Cno ?Jda

C1. = bCL/B(6b/2V) Cm. = aCJ/a( /2V) Cn. = Cn/6(jb/2V)

CA = oC/6(pb/2V) Cm q= aCw/(q /2V) Cnp = aCn/a(pb/2V)
P q

C,.r =- aCf/(rb/2V) Cnr = WC/(rb/2V)

Cross-Coupling Moment Derivatives:

CiC = aCt/a( Cm2v =M .)m/as Cn CL=()nb

ci = aCL/)(&/2v) Cm. = C./a(6b/2V) On .= C/a(*c/2V)
& a

CAt = aCL/a(q /2V) Cmp = cC/a(pb/2V) Cn q aCn/2'(qZ/2V)q q

S= a BCm/(rb/2V)

Corresponding force derivatives are defined in a similar fashion. All derivatives are referenced to
a system of body axes. The "rotary" derivatives are those with respect to p,q,r; and the "acceleration"
derivatives are those with respect to & and A. This is in agreement with recent terminology as explained,
for example, in Ref. 1.

1. INTRODUCTION

Modern military aircraft are designed -o maneuver at relatively high angles of attack and therefore
are subjected to conditions where the flow becomes highly asymmetric. It has been realized for some
time (e.g., Ref. 2) that under such circumstances, the aerodynamic cross-coupling between the longitudinal
and the lateral degrees of freedom may become important. More recently (Ref. 3), in a joint program
between the National Aeronautics and Space Administration (NASA) in the USA, the National Aeronautical
Establishment (NAE) in Canada, static and dynamic cross-coupling derivatives due to pitching and yawing
nave actually been measured in a wind tunnel, and some dynamic cross-coupling terms were found to be of
the same order of magnitude as the well-established damping terms in the equations of motion. In these
tests, cross-coupling derivatives were measured for a range of angles of attack up to 40 degrees, and
considerable variations of the various derivatives with angle of attack were observed. It was found
that the derivatives at high angles of attack were sometimes many times larger than at low angles of
attack and that in certain narrow ranges of angles of attack a very rapid variation in a derivative
could occur.

In order to ascertain whether the inclusion in the Newtonian equations of motion of certain
aerodynamic cross-coupling terms may be important for correct prediction of the motion of nn aircraft,
a study was required whevre the sensitivity of the predicted motion time histories to these various terms
could be examined. Such a study was undertaken as a joint project between the Sandia Laboratories in
the USA, and the NAE. An earlier sensitivity study with similar objectives was described in Ref. 4 but,
because of the approach used and the cross-coupling data employed (which were based on preliminary
findings of the present second author and were later found to be far too small), the results of that
study are believed to be incorrect and should be di 'regarded.

In the present investigation, a hybrid computer was utilized for the six-degree-of-freedom flight
simulations required to evaluate the effects of the aerodynamic cross-coupling derivatives. The
aircraft chosen for the investigation was hypothetical, but possessed physical characteristics
representative of contemporary high performance configurations. Flight conditions were a straight
course and a 2 g coordinated turn at constant altitude with a trim angle of attack of 0.576 rad (33 deg).
This paper describes the approach used to implement the simulation, includes pertinent motion histories,
and comments on the effects of the various aerodynamic derivatives.

2. AIRCRAFT CHARACTERISTICS

The representative military aircraf' defined for this investigation had physical characteristics
as follows: b 11.89 m (39 ft)

B 4 .88 m (16 ft)

Ix  366.10 kg m2 (27000 slug ft2 )
Iy 162700 kg m2 (120000 slug ft2)

Iz  183000 kg m2 (135000 slug ft2)
IXZ 6780 kg m2 (5000 3lug ft2)

mass 17510 kg (1200 slugs)
S 164.6 m (540 ft2 )
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For the specified trim angle of attack of 0.576 rad (33 deg) and trim angle of sideslip of zero, the
basic force coefficients were given the following values:

Cx  - c.o4 Cy = 0 cz = -o.841

A nominal set of aerodynamic derivatives (per radian) was designated as shown below.

Ct = 0 C, = -o.6 Cn  = 0.05

C -. 2 ' = 0C = 0.25

C1 = -0.3 Cm = 0 Cn = 0.2
p p p

C1q = 0.5-306a Cm = -7-120&i Cn = 0.5-6a

Cj. = 0.5-306a Cm = -7-120& Cn = 0.5-6oa
C &a

C r = 0.25 Cr = 0.1-25Aa Cnr = -0.15-6&a

Ct. = -0.3 Cm. = -0.1-25Aa Cn. = 0.2-6aa

cy0 = -0.8 cz = -2

Czq = -13

CZ. = -13
CL

The traditional derivatives were primarily based on various low speed NASA experiments (Refs. 5,6) on a
representative aircraft configuration. The cross-coupling derivatives were based on data (Refs. 3,7)
which were obtained on a simplified aircraft configuration at a higher speed. Since no other applicable
data on aerodynamic cross-coupling is known to exist, this inconsistency had to be accepted. The
derivativeC- and all dynamic force derivatives with the exception of Cz and Cz. were assumed to be

Cpq Oi
zero, partly to simplify the analysis and partly because their values, in most cases, were unknown. All
purely rotary derivatives (such as Cmq, Cnq, etc.) and all acceleration derivatives (such as C6&, Cn.,

etc.) were assigned nominal values in such a way that their combined values (that is Cm + Cm. , etc.) for
q Oi

oscillation around a fixed body axis agreed with the measured ones. In most cases it was assumed that
each part contributed equally to the combined value. Certain derivatives were locally linearized around
the designated trim angle of attack of 0.576 rad (33 deg) where many significant changes in these
derivatives occurred. The nominal slopes selected corresponded approximately to the largest slopes
measured for a given derivative (Ref. 7). In this study, the range of Ac for the nominal slopes was
limited to about ±0.05 rd (±3 deg). When performing simulations with constant coefficients, the above
set of derivatives was used with 6i terms excluded. When performing simulations with locally linearized
derivatives zeroed or doubled, both the constant and slope terms were zeroed or doubled.

3. INITIAL CONDITIONS

Effects of the aerodynamic cross-coupling derivatives were investigated for straight, level flight
(n = 1), and for steady 2 g turning flight (n = 2). The sequence of equations used to determine nominal
values of parameters for these conditions was as follows:

jo = inig/[-Cz(sin ao tan % + cos %)S] (1)

T= (-Cz tan %-Cx)4S ()

Po = 0.002377e" (ho/33300) (3)

Vo = (2 VP
)

0  
2  (4)

40 = arccos (1/n) (5)

so = arcsin (sint0sino0+cos§osin6coso) (6)

*o = arcsin[(sin4sin6cos-cos osin9o)/coe 0o (7)

0 = arcsin[(sin 0 cosoo-COS0 osin6sin8o)/cose o ]  (8)

;o = gsinm0 [/(coso°cos%+tansoinao )vo] (9)



P0 = -i 0 sine (10)

q= *jcos6osin0o, (11)

ro = ;o cose 0Cos% (1.2)

=z CzC (qoa/2V). (13)

C~T= -C p (Pob/2VO )-Ctq (%c/2Vo)-Ctr(rob/2VO) (14)

C. Cq (qE2 0 )-Cmr(rob/2V0 ) (5

CT= -CnpCpob/2V )-Cnr (rob/2V, )-Cnq( (%;/2V0 ) (16)

For the trim angle of attack of 0.576 rad (33 deg), and for an altitude of 9960 mn (32670 ft), consistent
with assumed values of V0 and q., calculations using Eqs. (l)-(16) yield the following set of parameter
values for unperturbed straight and 2 g turning flight:

Straight, Level Coordinated
Parameter Flight (n = 1) 2 g Turn (n = 2) Units

io3414 (71.3) 6828 (142.6) Pa (lbS/ft
2
)

T 100400 (22570) 200800 (45140) N (ibs)

Po 0.4593 (0.000891) 0.4593 (0.000891) kg/rn3 (slugs/ft3 )

V0  121.9 (400.0) 172.4 (565.7) mVs (ft/sec)

to0 1.047 (60.0) rad (deg)

0.576 (33.0) 0.2758 (15.80) rad (deg)

*00 0.51-23 (29.35) rad (deg)

000 1.1199 (64.17) rad (deg)

;o 0 0.09851 (5.644) rad/sec (deg/sec)

P0  0 -0.02683 (1.537) rad/sec (deg/sec)

qo0 0.08531 (4.888) rad/sec (deg/sec)

ro0 0.04131 (2.367) rad/sec (deg/sec)

C 7T-u.841 -0.825316

CtL 0 -0.001237

C 0 o=08303

CT 0 -0.000205

It will be noted that the thrust-ta-weight ratio for the steady 2 g turn is 1.17 which is borderline for
current aircraft designs.

Perturbations to the nominally steady flight condition were introduced by initializing the simulations
with an angle of attack or sideslip different from the trimmed value by 0.05 rad (3 deg). Eqs. (5)-(8)
were used to calculate the new initial values for the Euler angles.

4. SIMULATION MODELING

The set of equations used to model the aircraft flight slimlation on the hybrid computer is as

follows (e.g., see Ref. 8):

a) Motion Equations

=1 EFXm-qw + rv (17)

v ly/m-irI + pw (18)
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* = FZ/m-pv + qu (19)

= L-(Iz-Iy)qr + Ixz
(
r + pq)]/Ix (20)

S EM-(Ix-Iz)rP + I, (r'-p
2

)]/Iy (21)

r [EN-(Iy-Ix)pq + Ixz(p-qr)]/I z  (22)

b) Loading Equations

EF, = T-mg sin A + CxiS (23)

E = mg cos e sin 0 + CyOS (24*

ZFz  mg cos P cos 0 + [CZ + Cz (Ca-aT ) + Cz (qZ/2V) + Cz. (&/2V)]qS (25)
T a q Ca

EL [Ce + CL(a-aT) + Cto + CL8O + C%(pb/2V) + Ctq(qE/2V)

+ CL.(6E/2V) + CL (rb/2V) + CL.(b/2V)1qSb (26)

a r

LM = [CmT = Cm5 (a-aT) + CSO + CM,(pb/2V) + Cmq(qE/2V)

+ Cm (65/2V) + C r (rb/2V) + Cm (ib/2V)]jSE (27)

IN = [C + No + na(a-T) + Cn(pb/2V) + Onr(rbl2V)

+ Cn(ib/2V) + Cn (q6/2V) + On (/2V)1 qSb (28)

c) Auxiliary Equations

= u cos * cos 8 + v (cos sin P sin -sin * cos 0) + w(cos f sin 8 cos 0 + sin * sin 0) (29)

= u sin * cos 8 + v (sin t sin 8 sin 0 + cos cos 0) + w(sin * sin 0 cos 0-cos sin ¢) (30)

=-u sin 8 + v cos 8 sin 0 + w cos 8 cos 0 (31)

a = arctan (v/u) (32)

= arctan (v/u) (33)

& = (u .iw)/(u2 + w-) (34)

= (u -&v)/(u2 + V2) (35)

A arctan (v/w) (36)

YH = arctan (/i) (37)

Yv = arctan I -/(js + v)1/2 (38)

V = (u2 + v2 + w2) 1 /2 (39)

The flight simulation was programmed for the AD/5-PDPlI/45 analog-digital equipment described in
Ref. 9. The hybrid rather than an all-digital computer was used because an existing program could be
easily modified for this particular problem, and because of the quick turn-around time between successive
simulations. The problem was partitioned such that the inertial equations (17-22) and the coordinate
transformation equations (29-31) were solved on the analog computer, and the force and moment equations
(23-28) and the auxiliary equations (32-39) were solved on the digital computer. Frame time, i.e., time
between consecutive analog samples, was 0.02 seconds which provided a minimum of about 60 updates per
cycle for any variable. Analog samples were phase-shifted to correct for error introduced by digital
lag by applying the aecond-order correction method described in Ref. 10. The flight simulation was
programmed to run in real time. Run duration was 8 seconds, and only a few minutes were required between
runs to change parameters and reiritialize. Peraeter changes were made through the VT05 CRT keyboard of
the PDPIU/45; results were recorded on a Tektronix 4015-1 display terminal and 4631 hard copy unit.

5. PROCEDURE

The approach used to define the series of simulation involved specifying either straight flight or
turning flight and either the set of aerodynamic derivatives with all values constant or the set with
some values locally linearized. These respective sets of derivatives were considered "nominal" when
studying the sensitivity of individual derivatives. The procedure was first to run with the nominal
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set of derivatives and with no perturbation to the motion in order to verify that the specified flight
condition was being achieved. Next, with no changes to the derivatives, a run was made with the initial
angle of attack or sideslip different from the trimmed value by 0.05 rad (3 deg). The argle that was
selected depended upon the derivative(s) to be studied; e.g., if the derivative were Cn, the perturbation
would be in a, and attention would be focused on aircraft response in 8. Next, the derivative(s) to be
studied would be zeroed or doubled, appropriate changes made to the trim moments (ref. Eqs. 14-16), and
another run made to verify the desired flight condition. Finally, with tnis last set of derivatives,
a run was made with the appropriate perturbation. Results obtained would be compared with the nominal
case.

For each simulation, time histories were.obtained for the following variables: p, q, r, X, Y, Z,
, ) , yH' yV' 41 ax' ay, az, 

1
A, a, Ox &, 8. All data were recorded in graphical form by hard copy

of the traces on the display terminal. Only four signals could be multiplexed, so several repeat runs
were necessary to acquire the full complement of data.

Early in the investigation an attempt was made to curve-fit p, q, r histories in order to obtain
quantitative information on damping ratio and frequency. To do this, an existing curve-fit program was
modified for use on the PDPUI/45 digital computer in the hybrid system. It soon became apparent that
the time variation of any angular rate or displacement (ptqyr)O,0,1A, etc.) was too complex for the
simple algorithm used; namely: A t

A = Ale cos(A 3t + A4) + A5 + A6&' + A7 t
2  (40)

where AR represents frequency and A2 is the negative product of frequency and damping ratio. Since
elaborate curve-fitting techniques would have required considerably more effort, nothing further was
done in this area.

6. RESULTS

a) Relative Magnitudes of Cross-Coupling Moments

Pertinent results of the investigation are summarized in Figs. 1-11. However, before examining
these in detail, it is instructive to make a simple mathematical calculation for the case of 2 g steady
turning flight with the nominal set of constant coefficients. This exercise is similar to that performed
in Ref. 3. From Eq. (26), and the appropriate constants, it follows that:

Iq/Lp = (C /C p) (q/p) (E/b) = (0.5/-0.3) (0.0853/-0.0268) (16/39) = 2.2

Similarly, from Eqs. (27) - (28):

S/Mq = 0.02 and Nq/Nr = -2.8

This shows that the absolute values of the rolling and yawing moments Lq and Nq present as a consequence
of aerodynamic cross-coupling are larger than their well established damping counterparts L D and Nr, and
that the pitching moment Mr present as a consequence of aerodynamic cross-coupling is very small compared
with Mq.

b) Effects of C and Cm

The expectation that there would be no significant effect of aerodynamic cross-coupling on
aircraft response in pitch was confirmed early in the investigation. When given a perturbation in 8,
only small oscillation was observed in a, , and q. The only figure included that contains data in
this regard is the last one, Fig. llc. This figure contains q and a histories for the 0-perturbed
turning flight with locally linearized coefficients. Since all coefficients are included, the effect
due to the static derivative C, is also present. It can be seen that the total effect of C , C..,

8 8
and C-0 is small. Other simulations were run to study sensitivity of these derivatives by respectively

zeroing and doubling them. Again, no significant effects were observed.

c) Effects of CL , CL., Cn , and Cn.
q a q a

Aircraft motion in roll and ,aw, however, was noticeably affected by aerodynamic cross-coupling.
Sensitivity of the motion to C1 , C,9, Cn , and Cn is summarized in Figs. 1-6. Results are presented

q a q &
as time histories of §A or 8 depending on the derivative, and as time histories of 7H or yV depending on

the flight condition. Histories of §.A and 8 are presented only for the first four seconds of the eight

second simulation because of their small variations thereafter. Histories of yH and 7V, however, are

presented only for the last four seconds because of their increasing variation with time. Results are
shown for both constant and locally linearized coefficients, and for both positive and negative
perturbances in angle of attack. When examining these figures it must be remembered that for all cases
designated "nominal", all derivatives are included at their nominal values. If the eight cross-coupling
derivatives CLq, CL , C, C., Cnq, Cn, 0m8, j nd Cn were simultaneously deleted, the variables #A'

q a i q a 8 a
8, and yV would remain essentially zero; so would also the variable yH for straight flight. The cases

designated "nominal" therefore show the combined influence of all cross-coupling derivatives. Most
noticeable effect of the combined set was on the vertical component of flight path angle for turning



flight. Referring to Fig. 2d, it can be seen that after 8 seconds yV has reached a value of about
-0.38 rad (22 deg); the altitude lost was about 183 m (600 ft).

The sensitivity of the motion to Cf and Cf. is shown in Figs. 1, 2, and 5. In Figs. 1 and 2, the
q a

results are shown for both derivatives zeroed and doubled, respectively, and in Fig. 5, for one derivative
zeroed while the other is doubled, and vice versa. It is apparent from these figures that the motion is
noticeably sensitive to Cf and Cf.. The extent of sensitivity is dependent upon flight condition, nature

q a
of coefficients, and direction of perturbation. With constant coefficients, negative perturbations yield
approximately the inverse of results obtained with positive perturbations; but as may be expected, this
was not the case with locally linearized coefficients. Also, with constant coefficients, the amplitude
of §A and deviations in yH and yV were approximately the same between straight and turning flight (even
though dynamic pressure was different by a factor of two). Again, this was not the case with locally
linearized coefficients. Most significant effects were obtained with the locally linearized coefficients
and a negative perturbation in angle of attack for the case of turning flight (ref. Fig 2d). When both
coefficients were doubled, §A reached a value almost as great in magnitude as the initial perturbation in

a, and yV at 8 seconds was projected to be about 0.62 rad (35 deg) with related altitude loss in the
neighborhood of 300 m (1000 ft). Also, when the coefficients were zeroed, §A was reduced in amplitude

but was of opposite sign, and YV and altitude loss were considerably reduced. When one coefficient was

zeroed and the other doubled, noticeable changes in 4A and YV were again observed at least for the
turning flight condition (ref. Fig. 5). This emphasizes the importance of treating Cq and CL. separately
and not arbitrarily considering them of equal magnitude. cx

Results for Cn and Cnr are shown in Figs. 3, 4, and 6. The general pattern is similar to that for

Cfq and Cf. with 4A replaced by 0. Amplitudes in 8 are about half those observed in §A, but flight path

angles are of comparable magnitudes. Again, the most significant effects were obtained with turning
flight, locally linearized coefficients, and negative perturbation (ref. Fig. 4d).

It may be observed that similar changes in the cross-coupling derivatives Cfq , CA. and Cnq , Cn.

produce excursions of opposite directions in §A and 0, and of the same direction in yH and yV. These
effects represent the normal response with conventional axes systems when the derivatives are of the
same algebraic sign, which is the present situation.

d) Effects of Cf r, C S , and

At this point in the investigation it was considered desirable to assess the sensitivity of the
motion to the traditional derivatives Cn, Cn 9 Cf , and Cf under the same conditions where most

•r r

significant effects were obtained with the cross-coupling derivatives. The results are shown in Figs. 7
and 8. It is interesting to note that compared with the corresponding cross-coupling effects (ref. Figs.
2d and 4d, reap.) the effects of the derivatives C~r and CL. are not markedly greater as far as 'A is

0
concerned, and considerably smaller as far as yV is concerned; and the effects of the well-established
derivatives Cnr and Cn. are considerably smaller both on 8 and yV .

0

e) Effects of Cm  and Cn
8

Finally, the sensitivity of motion to the static cross-coupling derivatives C. and Cn was

examined under these same conditions. Effects of C, on c and yV were very small. Effects of C ,
shown in Fig. 9, were only moderate.

f) Angular rates

The last two figur,.s (Figs. 10 and 11) are included to show angular rates obtained for perturbed
straight and turning flight with the nominal set of locally linearized coefficients. These data are
intended to complement the "nominal" results shovn in the previous figures. Particular attention should
be given Fig. 1b which shows the rate data for the case where most significant aerodynamic cross
coupling effects were encountered. It can be seen that the direction of the initial perturbation was
such as to maximize the combined contributions due to q and &•

7. CONCLUDING RE4ARKS

The importance of including aerodynamic cross-coupling terms in the equations of motion of a modern
fighter aircraft flying at high angles of attack was examined in a six-degree-of-freedom computer study
for both straight and 2g turning flight. It was found that

(1) some dynamic cross-coupling moment derivatives had as large an effect on the predicted motion
time histories as some of the well-established traditional dynamic derivatives. The most
important of these cross-coupling derivatives were the derivatives of the rolling and yawing
moments due to pitching (CAq, Cf., Cnq , anid Cn.). This finding was in agreement with the results

of a simple assessment of the magnitude of certain terms in the equations of motion;

(2) particularly large effects were observed when the local nonlinearities with angle of attack
were taken into account by substituting locally linearized values of certain derivatives for
the conventionally used constant coefficients. In some cases this could result in deflections
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in roll of the same magnitude as the initial perturbance in pitch, and in an altitude loss of
as much as 300 m (1000 ft) during the first eight seconds following the initial perturbance;

(3) when the derivatives were represented by constant coefficients, the effects of the dynamic
cross-coupling derivatives were quite comparable for both the straight and the turning flight
investigated; when locally linearized coefficients were used, the effects were noticeably
larger for the turning flight. In this latter case the sign of the initial perturbance played
a dominant role in the subsequent time histories;

(4) for turning flight, when investigating separately the sensitivity of relevant time histories
to various combinations of the purely rotary and acceleration derivatives, the effect of CJq

on the deflection in roll was found to be much larger than that of CZ., whereas, when examining

the effect of yawing motion derivatives on the angle of sideslip, Cn. was found to be more

important than Cnq. In both cases, however, it was obvious that using simply a sum of these

effects (as is the current practice) or arbitrarily considering them equal in ma6gitude, may
lead to significant errors;

(5) derivatives of the pitching moment due to yawing, Cr and Cm.s were found to be of drastically

less importance than the derivatives discussed above. This also agrees with the results of a
simple order-of-magnitude analysis. It should be noted, however, that these cross-coupling
terms have to be compared with the usually very large damping-in-pitch term. If a situation
could arise where for a high angle of attack the damping in pitch was relatively emall, a much
larger effect of Cmr and C,. could be expected.

(6) the effect of the dynamic cross-coupling terms due to pitching was in the present analysis
much larger than the effect of some static cross-coupling terms, such as Cm 0 and Cn . It should

be kept in mind, however, that this depends very much on the magnitude of these static terms,
which in turn is a very strong function of the position of the center of gravity of the
aircraft. The present finding, therefore, should not automatically be generalized.

(7) cross coupling derivatives due to pitching caused noticeable changes in the rates of roll, yaw,
and sideslip following an initial perturbance in angle of attack; these rates remained
essentially constant when the cross-coupling terms were not included.

Although the nominal set of derivatives employed in this study was, of necessity, based on data
obtained for two different configurations flying at different speeds, it is believed that the magnitude
of the derivatives as well as of their rate of change with angle of attack is probably quite representative
of a present-day fighter aircraft flying at a high enough angle of attack to cause asymmetric flow conditions.
It would be of interest, of course, to confirm this by obtaining a complete set of derivatives for one and
the same configuration at a suitably-chosen flight condition. In the meantime, however, the conclusions
of the present investigation support the contention that at high angles of attack same of the dynamic
cross-coupling and acceleration derivatives may be of similar importance as some of the traditional
dynamic derivatives and should therefore be given the same careful attention. Also, it appears that
significant nonlinearities in the various derivatives should be taken into account.
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AIRCRAFT MOTION SENSITIVITY TO VARIATIONS
IN DYNAMIC STABILITY PARAMETERS*

by
R. W. Butler and T. F. Langham

ARO, Inc.
AEDC Division

A Sverdrup Corporation Company
Propulsion Wind Tunnel Facility

Arnold Air Force Station, Tennessee

SUMMARY

A 6-DOF nonlinear and 5-DOF linearized dynamic sensitivity study has been conducted
on a fighter/bomber and attack type aircraft. The dynamic derivatives investigated in the
study were C' Cnq Cmr C, and C The cross-coupling derivatives C and C are

q q r B q n
shown to have significant effects on the aircraft motion in 1 "g" flight and 3 "g"
turning flight while the derivative Cm  shows little effect in the same regime. The ac-

r
celeration derivatives C and C each have a significant influence on the aircraft mo-

tion in 1 "g" flight. The analysis also documents the interactive nature of the dynamic
derivatives in the aircraft equations of motion.

NOMENCLATURE

a,b,c Identified in Fig. 9 p,q,r Total roll, pitch, and yaw rates
F x,F , F Aerodynamic forces along A/C X, about aircraft body axis, deg/secY, Z body axis, lb p Total roll, pitch, and yaw accel-

g Accelefation due to gravity, erationi about aircraft body axis,
ft/sec deg/sec

L,M,N Aerodynamic moments about A/C X, u,v,w Velocity components along aircraft
Y, Z body axis, ft lb body axes system, ft/sec

I x,I y,Iz Moments of inertia, body axis, uvw Acceleration components along jir-
slug-ft2  craft body axis system, ft/sec
Product 2of inertia, body axis, V Aircraft total velocity,
slug-ft2  /2 2

L Dimensional stability derivative, u + v2 
+ w2 , ft/sec

P (1/Ix) (;L/ap) a Aircraft angle of attack, deg
Lq Dimensional stability derivative, Aircraft angle of sideslip, deg

(I/I) (3L/aq) Rate of chanqe of angle of side-
Lr  Dimensional stability derivative, slip, deg/sec

(1/I ) (aL/3r) 0 Aircraft angle of pitch, deg

M Dimensional stability derivative, Aircraft angle of yaw, deg
(1/I) (aM/ap) Damping ratio

Mq Dimexsional stability derivative, wd Actual frequency, rad/sec
(1/1 )(aM/3q)

Mr  DimeXsional stability derivative, n Natural frequency, rad/sec
(1/I.) (aM/ r) 6R Aircraft rudder deflection, deg

N Dimensional stability derivative, Aircraft horizontal stabilizorr ( 1 / I ) ( a N / a r ) d e f c t i o nt d e g

N Dimensional stability derivative, deflection, degq(/I ) (N/aq) Subscript
N Dimensional stability derivative,

(1/Iz) (aN/ap) 0 Initial condition, time = 0

INTRODUCTION

The simulation of aircraft motion through analytical techniques has become a very
important tool in the development, testing and operational phases of modern fighter air-
craft programs. Pilot-in-the-loop fixed-base simulators, which in the past have been
used primarily for pilot training and proficiency checks, are now being applied to the
development and testing phases of new fighter aircraft. Aircraft subsystems such as auto-
matic departure prevention systems, stall inhibitors, spin-prevention concepts, etc.
(Refs. 1 through 4) are continually being evaluated in motion simulators such as the NASA
Langley Differential Maneuvering Simulator (Ref. 5).

*The research reported herein was performed by the Arnold Engineering Development
Center, Air Force Systems Command. Work and analysis for this research was done by per-
sonnel of ARO, Inc., a Sverdrup Corporation Company, operating contractor of AEDC. Further
reproduction is authorized to satisfy needs of the U. S. Government.
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The confidence level in simulated aircraft motion is high when operating in the low
angle of attack unstalled flight regime. As the angle of attack increases to the extremes
of the aircraft operating envelope, the confidence level diminishes correspondingly. This
is unfortunate since most of the aircraft handling quality problems of greatest interest
for simulator evaluation occur at high AOA. This degradation in confidence, resulting
from poor "before the fact" simulation, is not due to an inadequacy in the aircraft equa-
tions of motion at high AOA but results from improper or inadequate definition of the air-
craft aerodynamics in this regime. The poor definition of the aircraft dynamic character-
istics at high AOA is believed to be a major factor in this deficiency.

The classical method of modeling the aircraft dynamic characteristics in motion simu-
lation utilizes the direct damping derivatives (Cmq, Cnr, C p, etc.) and cross derivatives

(Cnp, Cr ). This method has proven to be accurate in low AOA flight where aircraft aero-

dynamics are linear and cross-coupling and acceleration derivatives are small. As AOA
increases and associated nonlinear flow resulting from separation and asymmetric vortex
shedding occur, the heretofore secondary cross-coupling (Cnq, C q Cm ) and acceleration

(Cn, C2 ) derivatives become large. Orlik-Rickemann, Hanff, and Laberge at NAE (Ref. 6)

have shown experimentally, with an aircraft type model, that the magnitude of the cross-
coupling rate derivatives in combination with acceleration derivatives at high AOA approach
those of the direct damping derivatives. Likewise NASA Langley through the use of a
curved flow tunnel (Ref. 7) has shown the 8 acceleration derivatives to be the predominate
terms at high AOA in the classical Cn  + C and CEr + CP; combinations measured in forced

oscillation experiments. r

Since the representative magnitudes of the cross-coupling and A acceleration deriv-
atives have been documented, the question arises as to their importance in aircraft flight
mechanics. This study addresses the question by investigating the motion sensitivity of a
fighter/bomber and attack type aircraft to variations in the cross-coupling Cmr' C Z, and

r q
Cn and acceleration CnA, C24 derivatives in a high angle of attack operational environment.
q

The cross-coupling derivative CM  was not addressed in this investigation because no experi-
p

mental data were available for defining its relative magnitude.

Method of Analysis

Two different aircraft were utilized in the motion sensitivity study, a fighter/bomber
type configuration, Fig. 1, and an attack configuration, Fig. 2. The primary analysis cen-
ters around the fighter/bomber aircraft with the attack aircraft being utilized to ascer-
tain and document configuration dependency. Both a 6-DOF nonlinear motion program and a
5-DOF linearized stability program are used in the analysis. The 6-DOF program was formu-
lated by North American Rockwell (Ref. 8) using a fourth-order Runge-Kutta integration
algorithm with a fixed integration size. The program input and aerodynamic modules have
since been modified for adaptation to the cross-coupling and acceleration dynamic deriv-
atives. The 6-DOF equations of motion describing the aircraft motion are rigid-body equa-
tions referenced to a body-fixed axis system in the aircraft. The basic equations are as
follows:

Fx = m(u - rv + qw + g sin 0) (1)

F = m(v - pw + ru - g cos 6 sin 0) (2)y
Fz = m w - qu + pv - g cos a cos ) (3)

L = pIx - qr (Iy - Iz ) - ( + pq) Ixz (4)

M = 41y - pr (Iz - Ix ) - (r2 - p2) ix (5)y x xz

N = rI z - pq (Ix - Iy) - (p - qr) Ixz (6)

The left side of each equation' represents the static and dynamic aerodynamic forces

and moments acting on the aircraft. The cross-coupling and acceleration derivatives in-

vestigated are incorporated in the moment terms L, M, and N. The moment equations are

defined as follows:

(Roll) La = + + (aLa + ( L ap +I~a , (2, Lar + ( a'q (7)
S III 30 . . .R .. R " .. p .r . . aq

- (am (2-M)IB + (M a 6 + (.. .aq + ..... ar (8)
(Pitch) M =_a)a + aaB a6H ) H aq (r)

(Yaw) N- + ( ~B+ a~ + aN + 3N ar + JN a+ ( q(9)
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Fig. 1 Three-View Sketch of the Fig. 2 Three-View Sketch of the
Fighter/Bomber Type Aircraft Attack Type Aircraft

Using the 6-DOF program, the fighter bomber aircraft was trimmed at a high angle of
attack in 1 "g" flight. At this trimmed flight condition, either a rudder or elevator
doublet was executed to excite the appropriate derivative. For example, a rudder doublet
would be used to perturbate the Cm derivative and likewise an elevator doublet for excit-

r
ing the C derivative. Initially, each derivative was isolated and varied individually

q
by forcing all other cross-coupling and acceleration derivatives to be zero. Although
this method of derivative variation provided the isolation needed for investigating a
single derivative, it is far removed from actual flight where all derivatives vary simul-
taneously.

To supplement the 6-DOF analysis with a more quantitative method of determining
derivative significance, a 5-DOF linearized program was utilized. The 5-DOF program was
built around the above equations of motion in their linearized form, the velocity was
assumed to remain constant therefore the F equation was omitted. The equations of motion
in their linearized form for turning fligh with initial pitch attitude and roll rate
assumed to be small are defined as follows:

Fy = m(A + r cos ao - p sin a -P V (10)

g sin 0°)
Fz = m (a- q + 0 o 0)(11)

L = PIX + q0 r(Iz - I ) + r0 q(Iz - Iv) - (r + qo P)Ix z  (12)

M = I y + ro p(Ix - Iz ) - 2r rIxz (13)

N = rIz + pqo(ly Ix) - (Po qo r qro)Ix z (14)
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With the linearized equations, changes in frequency and damping of the predominate
aircraft modes of motion with variations in derivatives could be ascertained. This quanti-
tative measure of effectiveness coupled with a factorial analysis permitted a more thorough
investigation of derivative significance when acting alone and in combination with other
cross-coupling derivatives.

The ranges over which the dynamic derivaLives are varied in this study correspond to
approximate maximum and minimum experimental values obtained from recent wind tunnel test-
ing. The cross-coupling derivatives CZ , Cn , and Cm were obtained from the program out-

q q *r
lined in Ref. 6 using an aircraft type model. The 8 acceleration derivatives Cn, and

C were obtained (Ref. 7) with a fighter/bomber aircraft configuration similar to the one

used in this investigation. The ranges over which the derivatives are varied in the
study are presented in Fig. 3.

MAGNITUDES CROSS-COUPLING DERIVATIVES ACCELERATION DERIVATIVES
PER Cq Cnq Cmr CN C 16

RADIAN C

MAXIMUM -2 -2 .1 +1 0

MINIMUM -2 -2 -1 0 -I

Fig. 3 Derivative Ranges Obtained from
Wind Tunnel Testing

C Z and Cn Derivative Evaluation

Coupled motion between the aircraft longitudinal and lateral/directional modes of
motion may result from either aircraft aerodynamic or inertia characteristics. The cross-
coupling derivatives C k and Cn represent a means of obtaining aerodynamic coupling be-

q q
tween modes. Time history motion plots given in Figs. 4 and 5 present the effectiveness of
the above derivatives in producing aerodynamic coupling. For these figures, the fighter/
bomber aircraft is initially trimmed in 1 "g" flight for an angle of attack of 20 deg at
an altitude of 30,000 ft (9144m). At a time of 4 sec, an elevator doublet is executed
perturbating the aircraft q (pitch) rate. For the baseline motion case, no perturbation
in p (roll) and r (yaw) rate occur from the q motion. This results from the fact that no
aerodynamic coupling terms exist in the baseline case and inertia coupling is minimized
because of the near zero p and r rates associated with 1 "g" trimmed flight.

When the cross-coupling derivatives C, and Cn are included in the baseline cases
q q

of Figs. 4 and 5, respectively, the motion no longer remains planar. In each figure, cross-
coupling derivative values of ±2 per radian exhibit a strong influence on coupling the mo-
tion between the aircrafts modes. Both roll and yaw motion of the aircraft are driven by
longitudinal q rates in combination with the derivatives. As expected, the motion result-
ing from derivative values of +2 and -2 are near mirror images in the 6, p, and r plots.
The divergence from symmetry as time progresses can be attributed to the asymmetry of the
static data matrix as a function of 8 used in the 6-DOF motion program. Assuming the C

nq
and C derivatives to be of the magnitude approaching those used in Figs. 4 and 5, the

resulting pertubations in p and r are considered to be significant in A/C motion simu-
lation.

Cm  Derivative Evaluation
r

To investigate the importance of the cross-coupling derivative Cm  in motion simu-

r
lation, some baseline motion must be generated with a realistic yaw rate r. The 1 "g"
trimmed flight of Figs. 4 and 5 meets this requirement if a rudder doublet is substituted
for the elevator doublet. Figure 6 presents the resulting motion for the rudder doublet
executed at 4 sec while in I "g" trimmed flight. The q perturbations shown are a result
of inertia coupling as may be seen in Eq. 5 (6-DOF equations of motion). Also shown in
Fig. 6 is the negligible effect of the Cm derivative variation of ±1 on the aircraft

motion with all other cross-coupling derivatives zero. Although the r rate perturbation
from the rudder doublet is of lesser magnitude than the q rate, perturbations occurring
from the elevator doublet, Figs. 4 and 5, it appears that the Cm derivative should have

rat least a fraction of the motion coupling effect as that of the previous C and C
derivatives. Qq nq

' .. ... ...... .. ... .. .... .. .... i .. ..... . . ..... .. . ...... . . . .. ... . .... . . . .. . .' . .. . .. . ..... . ... ...
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FIGNTER-BOMBER AIRCRAFT The absence of aerodynamic coupling due
BASELINE NO CC to the Cm derivative variation can be ex-r
Cmr x-1.0 plained by reviewing the aircraft equations

Cm, 1.0 of motion in their linearized form. Consider
22_ _ __ _the rotational equations of motion p q, and22 r (Eqs. 12, 13, and 14) with the assumption

dg0 that the I terms are zero and that I = Iz20 - zy

which is approximate for modern fighter air-
Is________ craft with small wings and high density

fuselages. Then

2, ,----- L = x  (15)

dog ,~

0 ' M = y roP(l (16)

-2 N = -Iz + pq (I - I ) (17)

2 . . . . . . . , , If only the dynamic dimensional derivatives
P. are considered as external forces, the equa-

dog/sec tions become
0 --

-2 Lpp L qq -L r r 0 (18)

- qqq M rr (Mp A)p 0 (19)
q. 2 N r r r  N - (N P B) p 0 (20)

dog/sec -_Nq

where

A r ( z  - I x)/Iy

,. . . . B q0 (Ix I

Now by assuming an exponential solution

2(p = pe , q = qe s , r ie for the lineara 4 8 12 16 20 differential equations, a set of homogeneous
TIME, sec algebraic equations may be obtained which

have the following characteristic equation:
Fig. 6 C Variation, Rudder Doublet

mr

(S - Lp) (S - Mq) (S - Nr) - (S - Lp)NqMr - (S - Nr) (Mp - A)Lq
(21)

- (S - M)(Np - B)L - (N - B)MrL - (M - A)NqL = 0
(S qM ( p -BLr p rqg p q r

Although this equation is a simplified example of a 6-DOF nonlinear system, it does point
out the degree of interaction which occurs between the stability derivatives. For the case
in question, the Cm  (M r ) variation, it is apparent that zero values of the cross-coupling

r
derivatives Cn (N q) and Ct (Lq) eliminate any effect of the Cm derivative on the aircraft

nqq q r
motion.

From the above discussion, giving the C and C derivatives a nominal value of +2

q q
per radian should allow the C derivative to have an effect on the time history motion.

mr
As observed in Fig. 7, the motion resulting from the rudder doublet with Cm  values of ±1m r
exhibits differences in the longitudinal plane (a and q) which did not occur in the Cm

r
variation of Fig. 6. These differences continue to be small and would most likely be
neglected when conducting motion simulation studies. From this example, it is apparent
that when conducting dynamic sensitivity studies of this nature, all direct, cross, and
cross-coupling derivatives should be included in the study model at some nominal value
before making individual derivative variations.

4A
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Fig. 7 Cmr Variation with Cnq 2.0 and Fig. 8 C n and C ZA Variation, Rudder Doublet

C q = 2.0, Rudder Doublet

Cn. and C.. Derivative Evaluation

Recent work in a curved flow wind tunnel (Ref. 7) on a modern fighter/bomber aircraf
has resulted in the separation of the acceleration derivatives C and C from the class

ical Cn  + Cn and CZ + C9. combinations obtained from forced oscillation testing. The
r 8 r 8derivatives were shown to possess values ranging from zero to +1 for C and -1 for Cj.

at angles of attack near 20 deg. Figure 8 presents a comparison of the baseline rudder
doublet previously used (Fig. 6) with the same maneuver involving Cn; and C included

individually. As expected from the sign of the derivatives, a damping in the lateral
direction planes of motion occurs. The magnitude of the damping indicates gross errors
may be occurring in motion simulation at high angles of attack when the rate and accel-
eration derivatives are not separated and vried individually.
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Quantitative Derivative Evaluation

In the previous 6-DOF analysis it was shown that the dynamic derivatives in the equa-
tions of motion are highly interactive. When conducting a sensitivity study under these
conditions, it becomes difficult to draw generalized conclusions of the importance of
specific derivatives. Since in actual flight all dynamic derivatives are continually
changing simultaneously as a function of aircraft aerodynamics, it becomes necessary when
conducting sensitivity studies to look at many combinations of derivatives.

One approach for obtaining a more generalized picture than that presented with the
6-DOF analysis is to apply statistical techniques to the sensitivity study. Using a
factorial design concept (Refs. 9 and 10), a statistical technique, each derivative under
study may be evaluated for several values of each of the othe- derivatives. That is, each
derivative effect is dependent upon the level of the other derivatives. Conducting the
study in this manner helps to account for the interaction effects.

Some "measure of effectiveness" must be established for evaluating the results. The
independent variables, derivatives in this case, are varied over two ranges, high and low,
and the resulting effect on aircraft motion is reflected in the "measure of effectiveness."
For this study, the change in frequency (Awd) and damping (A~wn) of the predominate air-

craft modes of motion will be used as the measure of effectiveness. The high and low
ranges of derivative variation will correspond to the maximum and minimum values in Fig. 3.
Ideally, all aircraft dynamic derivatives should be included in thig experiment with both
low and high values. An experiment of this size would constitute 2 combinations where n
is the number of derivative2s included. The subject study was limited to a variation of the
cross-coupling derivatives C q, Cn , and Cm in the factorial design. Therefore, the com-

q q
binations will be 2 . Figure 9 presents the combination of derivatives to be used in the
experiment. As an example, a conventional sensitivity study may evaluate changes in air-
craft frequency and damping characteristics when Cm is varied from -1 to 1 at fixed levels

r
of C n and C q. To account for interactions, Cm should be varied at all combined levels of

Cnq and C Xq. An algebraic expression based on Fig. 9 for achieving this goal is given below

where A is the average change in frequency or damping which occurs with the derivation
variation.

A(C) = [Ja - II + lab - bi + lac - ci + Jabc - bc[i/4 (22)

bc abc

2 b________(o / 

Cf

A- ac

0

-

Fig. 9 23 Factorial Design Experiment

A 5-DOF linearized program based on the equations (10-14) was utilized to obtain
changes in frequency and damping characteristics of the aircraft roll, dutch roll, spiral
and short period modes of motion with derivative variation. These quantitative parameters
(frequency and damping) were in turn used in Eq. 22 of the factorial design experiment.
The factorial evaluation was conducted using the two aircraft previously mentioned. The
second aircraft (attack aircraft) was included in this portion of the investigation to
give an indication if the study results were configuration dependent. The 5-DOF analysis
was conducted in trimmed 3 "g" turning flight at an altitude of 30,000 ft (9144 i). The fighter/
bomber and attack aircraft trimmed angles of attack were 20 and 15 deg, respectively.
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Results of the factorial design experiment are shown in Figs. 10, 11, 12, and 13
for the dutch roll, spiral, roll, and short period modes, respectively, of each aircraft.
The plots give the average change in damping (A n) and frequency (Awd ) , which occur when

varying a derivative from its high to low value. The average changes include interactions
as calculated by Eq. 22. Also included in Figs. 10 through 13 are frequency and damping
changes for the dynamic cross derivatives C and Cn . Since these derivatives are gen-

r p
orally considered important in aircraft motion analysis, they are used here as benchmarks
for ascertaining the importance of the cross-coupling derivatives. The frequency and
damping changes presented for C and C variations do not include interactions as

nr p
described in the above factorial experiment. The values (high and low) over which the
C and Cn derivatives are varied were obtained from experimental testing (Ref. 11)

r p

of a fighter/bomber configuration. It should be noted that the magnitude of the C, and
r

C derivative variation is 1/2 to 1/4 that of the cross-coupling derivatives.np

IDUTCH ROLL MODE

FIGHTER BOMBER A/C
_ ATTACK A/C

0.6

0.6

>. 0.6
0

!t 0.4o

i.. 0.4

" 0.2
0.2

0 EW .i- 0n- En 01
Cm r  Cnq Ciq C,, CnP Cmr Cnq C'rq Cr CaP

I-ITOI) (-2T02) (-2TO2) (-,5TO.5)(-.5TO.5) (-ITOI) (-2TO2) (-2TO2) (-.5TO.5)(-.STO.5)

Fig. 10 Dutch Roll Mode, Linearized Analysis

1.2

o FiGNTER @OUSER A/C

SPIAL oDE E--- ,TTACP A/C

FIGHTER BOMBER A/C 0.
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q0,6

0.4

0.4

0.0 a o.20.2

0 0
Cmr Cn4  C~q CS, CnP Cmr Cnq C14  Cf, Cnp

(-ITOI) (-2TO2) (-2TO21 - TO5) (-5T051 (-ITOI) (-2T02) (-2T02) -STO 5)-5YO 5)

Fig. 11 Spiral Mode, Linearized Fig. 12 Roll Mode, Linearized
Analysis Analysis
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SHORT PERIOO MOOE Changes in the aircraft lateral/direc-
tional modes of motion are presented in Figs.

FIGHTER SOMBER A/C 10, 11, and 12. In these figures, the Cm

0.4- rI-L ATTACK A/C derivative has little effect on the aircraft
Idutch roll, spiral and roll modes of motion.

0 This result is not unexpected since the Cm
0.2 r

-L derivative should have its greatest effect on
the longitudinal modes. The Cn and C k

0 derivatives have varying effects on the

aircraft lateral/directional modes. The
dutch roll mode damping and frequency are
virtually insensitive to the derivative

-0.2 variations, as seen in Fig. 10. Althouga
Fthese derivatives may not appreciably alter

3 I the dutch roll mode frequency and damping,
a they have shown (Figs. 4 and 5) to be capable
o 0 mi of exciting a dutch roll type motion with the

Cmr Cnq Cfq Cer  Calp proper "q" driving rate. The C and C
(-ITOI) (-2T02) (-2T02) (-.5T0.5) (.5TO.5) nq q

derivative variations do have a measurable
Fig. 13 Short Period Mode, Linearized effect on the aircraft lateral/directional

Analysis roll and spiral modes of motion. In the
spiral mode, changes in the aircraft damping
parameter lwn with C n and C2. variations

q q
exceed those experienced with cross-derivative variations C and C Z. But it must be

P. r
remembered that the ranges over which the two sets of derivatives are varied are different.
It should be noted that additional solutions, not included in this paper, verified that if
the derivatives C and C were of the same magnitude as the cross derivatives Cr and

Cn , their effect on the roll and spiral motion becomes insignificant.
p

The Cm  derivative which should have had the greatest effect on the short periodr

mode exhibited the same negligible effect as encountered in the 6-DOF analysis.

The quantitative analysis verifies the preliminary conclusions arrived at the 6-DOF
analysis, primarily that C£9 and Cn may be important in aircraft motion analysis if they

q q
possess magnitudes approximately four times that of maxim= values used in this study for the cross driva-

tives C2 andCn ,but that the Cm  derivative appears to be insignificant. The 5-DOF analysis
r p r

also indicates that the general conclusions are not highly configuration dependent.

CONCLUSIONS

As a result of this analysis, the following observations and conclusions are offered:

1. The cross-coupling derivatives C q and Cn q are important in aircraft

motion if they are of a magnitude of approximately four times that
of the maximum values of the cross derivatives Cr and C used in the
subject investigation. ir n

2. The cross-coupling derivative Cm appears to be insignificant in aircraft
motion. r

3. Acceleration derivatives CnA and C have a strong effect on the damping

characteristics of an aircraft lateral/directional motion and therefore
should be included in motion simulation separated from their rate
counter parts C and Cr.

4. Interactions between dynamic derivatives should be considered when
conducting dynamic sensitivity studies.
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IENTIFICATION OF KEY MANEUVER-LIMTING FACTORS
IN HIGH-ANGLE-OP-ATTACK FLIGHT

'stems Techr, 'I n .
i'oth 'Iawth ro:e P 'levar

}1-4wth ,rnp, "a .r ', .. ...

ABSTRACT

'Ip., r ifIalts :f a cirrent analy''i 'nl simlatin nrc'sigation of !-aneuver-lI - n e.g., lisa ofr
':ntr 'I Saet')s in fighter aircraft at high angle of attack are !ep;rel. .:w gal. l .h prgra, are

len',fv the keg parameters which result in high-unr7le-of-attack manever-limitig ph'n.s:.ena sch a:
.a: rcc, .se slice, ani rolling diver;ence and to 1emonstrate the influence .f the parameter:
c ntrll 7r, the nature of the maneuver-limiting phenomena. This analysis ani olmula': mr. rave senterel in
.ns':mi-tris flieht.

shn tha' lateral-longituVnal cupling ihe to nonlinear aerodynamic a, inTeracti.n produces
!'ms %ni"l - ences which can severely limit toe tppli a'ibility of an%lytical 7e'.cds erploying froze' 'C! t

ir" lan.c c r'effci.nts ani lineari-e, -,imall certurbation eluations of mot .. 1' .: sh 4n na- nar-
n ar lnuyt'cal approach,-s - n predic a divergent d' ch r 12; ,hKreas . :i.latln sitn

n"nl'ne' norlni ~ceffic -ints as fS,:" , shows a constant amplitude 'limit-cycle-like' lateral rot 1-
15t n. .e c 'nstant a'plitu,1e .<[ne roc. is accompanied by

° 
a constant ampl". I1- nItulinal oscillation

h .:.othe wing roc. Sre~uency ...hich is mprediotel by conventional linear analysis techn :.es.r}sA-
ever, 't a13 is sho.n that lin ar analysis techninruas can provide much insight int t.he nature anl oase
o. wing c .K, nose slice, -mn. -,theriros _f departlure.

INTRODUCTION

in recent years many hegh-per.",mance swept-wing aircraft have been lost in high a r.aneuverine iue tc
stall-departure incidents. Lep ,re Is lefined as uncommanded and or uncontrollable rnotion of the air-
craft, .Fef. 1, and may b- manif as wine rock, nose slioe, pitch-up, etc. 'K:ing rock rF eenerally descrttelo
as a predominantly rolling m)tion of siwn Scant amplitude. 7lose slice is represented as a large rapid ya.,
generally followed by rapid roll. Pitch-up may or may not accompany either of these lateral-dir4 t"al
phenomena. Some arcraft primarily exhibit wing rock (eef. 2), some only nose sli-.e e'ef. 5 and some
transition from wing rock to nose slice as a increases (Ref. ).

'onsiderable research, Refs. -7, has been conducted into possible causal factors for such departores.
Analysis has generally centered around open-loop criteria '-n, and 'EP, the lateral control divergence
parameter, Eel. 4) in symetric, uncoupled lateral-longitudinallight. The success of these parameterr
In predicting or providing insight to departure often leaves much to be desired.

T.his paper presents a somewhat different view of the role played by nr ,d  in defining departure and
identifies other aerodynamic coeffic2ients which also play key roles. The anaysis is then extended into
development of, and possible physical explanation for, open- and closed-loop parameters whih arise 

5
n

unsymsetric ( * 0) flight and appear to underlie certain characteristics of wing rock, pitch-uip, and nose
slice. The analysis is based on a nonlinear six-degree-of-freedom digital model which incorporates aero-
dynamic coefficients as functions of a and "'.

Fhe F-L aircraft has been selected as the principal example partially because it exhibits both wing
rock and nose slice but mainly due to the extensive data base on this aircraft. In fact, it is probably
one of the most completely analyzed and tested aircraft in existence. Figure 1 presents motion traces
from a flight in which the pilot -.as intent upon obtaining departure and spin entry. These reflect an
oscillatory sideslip divergence beginning at approximately 20 deg a. As a is steadily increased-the side-

slip oscillation increases in amplitude until at about S". deg a a lateral excursion is obtained which
immeliately leads to a spin entry. 'omputer-generated images (Fig. 2) constructed from aircraft attitude
measurements show the departure to be predominantly in yaw (nose slice). Figure 3 presents motion traces
from another situation in whish the task was to obtain and demonstrate wing rock. The a is increased until
wing rock onset and then maintained relatively constant to allow the oscillation to build. The lateral
stick is then centered but the yaw damper is functioning. In this case the oscillation does not continue
to build but reaches a constant amplitude. An oscillation at twice the wing rock frequency also develops
in the a trace. The latter effect has been observed to accompany wing rock in a number of aircraft.

SYO.STRIC PLIGHT ANALYSIS

The classic divergence criteria are defined by Moul and Paulson, Ref. 4, to be

Is
-d cos a0 -"-

0
j sin a o

Tdyn = nfy Tx

and

LCDP Cn - a C1

where all coefficients are in aircraft body centerline axis and negative values of the criteria predict
directional livergence and roll reversal, renpectively. If the aircraft principal axis is close to the
centerline, these same criteria are expressed In primed body axis dimensional derivative form:
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'dyni - N, Cos mo- sin 10  =N'.~,,

and

LCDP = Na

-t,- a

These two parameters evaluated for a symmetric (f, 0) aircraft configuration and a range approximating
that of Fig. 1 are plotted in Fig. 4. The criteria predict a directional dive!-gence for aL - 2., deg andestablish ax-*1 as the a at which sideslip due to adverse "aileron" yaw benimes so severe as to produceroll reversal. Hence, the latter is an indication of' the region in which rudder maneuvering and unsym-
metric, 0 0, flight may predominate.

U I II

-a I I Id a

11" -O UM

U III

4 Ii 0

4~1 secq.~

* ~~l II 4 II

&g' 7 oeYadI ipoemnsd
5 6 OftI~qf a r I

FigureI 2. AicatAttdeDrn eatreadSi nr
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On the surface, both criteria appear to fit
well with the flight traces of Figs. I and '.

7i - r-[i- . That is, lateral stick (aileron) excites side-
) -IO--f-t -T s,.. . . .- -- -- " ----t nslip and the aircraft does indeed become diver-T 7 gent at a '.3deg, - I!wever, these criteria do

(deg) ,. not signal the onset of neif-suetaining wing rock
Jor provide ndicatior.s f' its sevprity.

.[tt I Dutch roll anl short-peri ,1 roots oitained
frconventional t , fro zen po)int six-degree-(deg) -20 (T"I -of-ireedom (DOF) perturbation equations are plot-

- -- roll ((ud) is increasingly divergent for a - 20

S 0- A _ .' deg, while the short-period (usp) is stable and
(deg) .T' -T;I relatively unchanged with a. Also identified in

IO "--Fig. 5 are the a ranges in which test pilot com-
ST, I -T -- mentary, Ref. 1, indicates wing rock and nose

-4-1 slice predominate.

[--7t- 'The migration of roots in Fig. and pilot810ts-k-j 7 commentary appear to be quite consistent with
(deg) -5 -the flight traces of Fig. 1. As noted by others,

... Ref. 0, wing rock develops from the dutch roll

4____ FZ 1mode and is identified with a region in which

40 or control input which produces sideslip thene -i sets off a lowly damped or divergent rolling-

(dg osideslipping dutch roll oscillation. Because
(NI <1 4 the instantaneous roll axis for side-1 0 slip is very near the aircraft centerl~e axis

TL.- and the motion is viewed by the pilot wing
(deg) 10 rock.

0 As u is increased, Nd," approaches zero
because N and N' cos a incrpse negatively.
Thus the instantaneous roll axis for sideslip

Figure 3. Pull-up and Steady Wing Rock steadily rotates downward toward the flight
path axis, and the resulting motion of the air-

craft nose appears to the pilot to be predomin-
antly yaw - or nose slice. Thus N'dyn 

< 
0 is

adequate for predicting a tendency toward nose

slice and the general a region in which it might
LCDP be expected.

There is one problem in that the root loca-
, 0 ' tions of Fig. ' obtained from linearized, frozen
deg point analytic techniques are not in agreement

LCDP -1 with the flight traces of Fig. 3. As noted pre-
viously, the latter indicates a constant ampli-
tude wing rock in the region of 21-23 deg a and

-2 a small pitch oscillation having twice the fre-
I I I quency of the wing rock, whereas the former
15 20 25 30 indicates the two modes to be about the same

a(deg) frequency and the wing rock to be rapidly diver-
gent. However, the nonlinear, 6 DOF mathematical
model produced the time responses as shown in
Fig. 6 when trimmed for level, symmetric flight

Figure 4. Divergence Criteria Predictions for the F-4 in the region of 21-22 deg a. The complete non-
linear model lateral response emulates the actual
aircraft rather than the unbounded divergent mo-
tion predicted by the frozen point small pertur-

jw bation linear mathematical model. Furthermore,

1.5 the nonlinear model longitudinal response ex-
hibits a continuous oscillation with frequency

23 twice that of the dutch roll instead of the pre-
GSP 20 01020 dicted well-damped short-period mode having about

0"p
d  

the same frequency as the dutch roll. Thus the
24 0 -Fig. 6 traces agree quite well with the flight

t 2 1  Wing Rock traces of Fig. 3
26

22 N~dy. : 0  
It is clear then that the response of the

23 unrestrained six-degree-of-freedom model having
.5 24 aerodynamic coefficients as a function of a and

Nose Slice 0 produces aircraft motion in good agreement with
25 the actual aircraft. However, frozen point, y

metric flight, small-perturbation theory transfer
26 26 functions obtained from the same mathematical

model do not predict these aircraft responses.
-2 -1 0 I 2 Such shortcomings of linear analysis techniques

for high a flight situations have been noted by
others, Refs. 10 and 11. Ross, Ref. 11, obtained

Figure ',. lateral/Longitudinal Root Migration With a constant amplitude wing rock accompanied by small
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Figure 6. open-Loop Nonlinear Airframe Response to Pulse
Aileron; ao = 21 deg; Po = 0 deg

amplitude longitudinal oscillations. The latter were dismissed as of little concern because they are of small
amplitude and caused by the lateral motion. Rather, attention was focused on developing a nonlinear ana-
lytic model to predict the constant amplitude of thg lateral oscillation. The model so developed emphasized
nonlinear yawing moments of the form Cn = n1  + n3P and was partially successful in that it predicted a
limit cycle but the amplitude of oscillation was about 4o-50 percent greater than actually obtained in full
6 DOF nonlinear simulation. This discrepancy was not explained by Ross but may well have been due to the
longitudinal motions which were not considered.

If one were to observe only the pitch rate or angle-of-attack traces of Fig. 6 it might be difficult to
deduce the potential source of the longitudinal oscillation. The pitch acceleration trace, however, reflects
a rectification or folding phenomenon with the sharp cusps coinciding with zero crossings in the sideslip
trace. This provides a strong clue that the source of coupling might be an aerodynamic cross derivative,
C6N . To test this theory the variation in pitching moment with sideslip was set to zero and the nonlinear

OF model no longer exhibited the double frequency pitch oscillation and, more Important, the lateral-
directional oscillation diverged in amplitude as predicted by the linearized frozen point math model. In
fact, the amplitude of wing rock oscillation was found to be Inversely proportional to Ce4.

An additional test was performed with the nonlinear 4 DOF model containing C, coupling. A pitch atti-
tude to elevator control loop was closed to approximate pilot control of aircraft attitude. The feedback
gain was selected to produce a closed-loop pitch response natural frequency twice that of the wing rock
The resulting vehicle motion is shown in Fig. 7. As one might expect, the pitch loop closure reinforces
the basic aircraft coupling and causes the pitch oscillation to grow in amplitude. This in turn causes
the lateral-directional oscillation to diverge. Neither result is predicted by conventional linear systems
analysis techniques. The potential catastrophic results of such an unpredicted event in actual flight are
self evident.

As a final check on the influence of CmB lateral-longitudinal coupling the sign of this coefficient was
reversed (made positive) and the same trim condition established. With positive C t the aircraft pitched
up at each sideslip excursion, became more divergent laterally, and rapidly departed.
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Figure 7. Destabilizing Influence of Pitch Attitude Loop Closure
at the Coupled Pitch Frequency; mo = 21 deg; o = 0 deg

Quite obviously, the discrepancy between frozen point, linearized analysis and unfrozen, coupled air-
frame responses needs to be resolved. Either nonlinear analytic techniques need to be developed or new
ways of applying and interpreting linear analysis must be derived. One such approach is to employ unsym-
metric (0 # O) trim conditions.

uNsYmThIC FLIGHT ANALYSIS

The purpose of this analysis is twofold: to show the influence of steady P on key F-4 open- and closed-
loop stability factors; and to show the usefulness and limitations of linear analysis techniques in coping
with asymmetric flight. Asymmetric flight can arise from a number of situations, e.g., inadequate trimming
of aircraft asymmetries (construction tolerances, asymmetric stores), rudder maneuvering, uncoordinated
turns, departure onset, etc.

F)r this analysis the digitally simulated nonlinear 4 DOF aircraft was trimmed to 1 g flight over a
range of a and f conditions. Perturbation aerodynamic coefficients were obtained from partial derivative
expansion and the equivalent dimensional stability derivatives and transfer functions calculated. Figure R
presents the nine-by-nine matrix (three body axis angular rates, three velocity vector axis forces, three
Euler angle attitudes) obtained. The major derivatives are identified in literal form and, for comparison,
are evaluated at ao = 21 deg and 8o = 1.5 deg. Very small off-diagonal terms have been deleted for sim-
pliflty. The major aerodynamic coupling Is seen to be provided by the terms within the heavy borderlines:
Jq, NA, and M1. Note that even at this relatively small sideslip angle 0.' deg) the magnitude of these
ooupling derivatives approaches or exceeds those of the conventional derivatives.
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Figure 9 presents the dutch roll and
short-period root locations for the range
of a and f investigated. This plot indi-
cates the F-4 exhibits an exchange of en-
ergy between latEral anO longitudinal 00
modes as sideslip increases. 'Ihe dutch
roll becomes more divergent (as actually 190 l 1 ,0 e
demonstrated in asymmetric flight test- - 23 * Dut.h
ing, Ref. 1), and the short-periud becomes Short 9, oDtc
more heavily damped. These root migra- Period -Iey/' Roll
tions are In close agreement with the 10 / od
literal, approximate factor analyticaltechnique developed by Hamel, Re f. 1, ."5"

for determining the influence ofm, acr
and M on the 5 DOF airframe characteris-
tic roots.

Open-loop time traces for the nonlinear
6 DOF airframe at oo = 21 deg and fo = 1.5 -3 -2 -1 0 1 2
deg are shown in Fig. 10. As predicted
from the Fig. 9 migration, the lateral-
directional responses are seen to be more Figure 9. 6 DOF Linearized Equation; Lateral/Longitudinal

divergent than those of Fig. 6 (where ro = Root Migration with a and f

0) until zero 5 crossings are encountered.
The yaw traces then become quite nonlinear.
However, the longitudinal traces come as a
complete surprise. The root location of
Fig. 9 indicates any short-period disturb-
ance should rapidly damp to zero, yet the
longitudinal time traces reflect an insta-
bility of the same frequency and divergence
rate as the lateral-directional motions un-
til zero f crossings are encountered. The
latter again indicate the strong influence
of sideslip in forcing pitch motions.

Clearly, a simple analytic technique is
needed to provide insights to the coupled .050

airframe responses not afforded by the pre- P
ceding linear analysis techniques. Atten- (rod/sec)
tion was turned to the time vector and
force moment polygon methods, Ref. 9. Time
vectors for the .o 

= 
21 deg, fo 

= 
1.5 deg .050

dutch roll and short-period modes are shown 16
in Fig. 11. The model composition of the
dutch roll is seen to be dominated by roll (rod)
and to have comparable magnitudes of r, q,
a , e, and P. The acute angle between the
roll and yaw attitude and rate vectors in- .050
dicates a mild divergence. This is consis- is
tent with the nonlinear airframe time traces (rod)
of Fig. 10 until zero P crossings occur.
Due to the proximity of the two modal fre-
quencies, the short period also has about .050
the same initial magnitude and motion compo-
sition as the dutch roll but with slightly r
different phasing. Here the obtuse angle (rod/sec)
between pitch attitude and rate vectors in-
dicates large modal damping. The interpre-
tation is that the initial short-period and 025
dutch roll modal responses are so similar
that they cannot be identified individually. 2
The short period rapidly decays and all (rod/sec2)
subsequent lateral and longitudinal motion
is due solely to the dutch roll. Thus
the time vector approach appears appli- .050r
cable in gaining insight to coupled lateral- q
longitudinal response provided no zero P (rod/sec)
crossings are involved.

Vector polygons are shown in Fig. 12 .050
for the force and moment equations as con-
structed from dutch roll mode time vectors a
and their appropriate aerodynamic and kine- (rod)
matic multipliers. The key equations are
, f, and j where the influence of the
coupling derivatives 9 , N , and M , re- 0 5
spectively, may be observed. For example, Time (sec)
in the J equation, the 4a term is phased,
along with a large component of the L~r
vector, to oppose the basic roll damping, Figure 10. Open-loop Nonlinear A!rframe Response
Ip. These aerodynamic terms therefore to Elevator Pulse; . 21 deg; f. = 1.1 deg
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reduce the effective roll damping and should thereby cause the dutch roll root to move further into the
right half plane as shown in Fig. 9. The N8i contribution to the i equation augments the Nr damping;
however, yaw motion in the dutch roll is so small that this coupling appears to have minimal effect at
this flight condition.

The most interesting vector diagram is that for the 4 equation. Here the M I vector is larger than
and phased almost 180 degrees to the Mqq vector. Hence the M,1f contribution overpowers the basic airframe
longitudinal damping, Mqq, and forces transfer of the dutch roll mode into longitudinal responses.

A plot of pitching moment coefficient versus sideslip at several angles of attack for the F-4 air-
craft is shown in Fig. 13. This indicates the pitch moment with sideslip is essentially symmetric about
the A - 0 line and, indeed, our model was made precisely so. The slope (Cm/( is particularly steep in
the region around 20 deg a with sideslip of either sign producing nose-down pitch. This then is the final
clue to the limit-cycle-like oscillation of Fig. 6. Any symmetric oscillation about = 0 produces pitch-
down moments on each 0 excursion and, for a set trim elevator deflection, reduces the trim a and increases
dutch roll stability. A possible accompanying, stabilizing influence is the energy expenditure required to
overcome aircraft pitch inertia and force the oscillation at double the aircraft natural frequency.

Thus, the application of time vector and vector polygon techniques to frozen point, unsymmetric flight
conditions provides insight to cause-effect relations not afforded by more commonly employed linear analysis
methods. 7 vector techniques also help identify flight regions and conditions where nonlinear analysis
and simulation must be relied upon if precise stability modeling is required.

CLOSED-LOOP DEPARTURE CRITERIA

As shown previously, for the F-4 when N dv = 0 the open-loop aircraft becomes sufficiently unstable
directionally that it will depart. The resuITing motion may be a nose slice or, depending upon the air-
craft motion and control inputs immediately preceding the departure, may be a rolling departure.

A closed-loop parameter was discovered during investigation of the A-7 (Ref. 13) which produces nose
slice departure at a less than predicted by N' . This parameter, I/TB3 1, is a non-minimum phase zero in
the elevator to pitch attitude numerator that fases only in unsymmetric flight. It attracts a denomina-
tor pole upon closure of the loop and results in a nose slice divergence. The divergence rate is deter-
mined by how far the non-minimum phase zero lies in the right half s-plane.

A single-loop system survey, Ref. 9, for elevator control of pitch attitude with the 6 DOF coupled A-7
airframe in asymmetric flight is shown in Fig. I4. The transfer function is shown in the upper left. The
root locus in the top right of the figure reflects root migrations for a pure gain closure. Note that the
roots starting at uR rapidly move to the real axis and then split into two real roots - one moves to-
wards 1/1T2, the other moves towards 1/T03. The rapidity of the movement of these closed-loop poles to-
wards the zeros is demonstrated by a Bode-siggy plot in the bottom half of Fig. 14. The heavy solid and
dashed lines of the Bode correspond to the path of the closed-loop roots along the real (a) axis in the
root locus above. As the loop gain is increased, the complex poles emanating from coSR meet the real axis
at the apex of the solid curve in the Bode-siggr plot. Further increase in gain moves one closed-loop
root to a lower frequency or towards the origin, while the other root moves to higher frequency and, at
very high gain, asymptotically approaches 1/T02. The root that goes toward the origin passes into the
right-half-plane as shown in the root locus. This is represented in the Bode-siggy by the dashed line
which reflects the mirror image of the closed-loop pole asymptotically approaching the 1/T83 zero at -0.3
rad. If the pilot is to achieve effective control of pitch attitude, he must close the loop so the gain
line lies below the low-frequency asymptote of the Bode plot, thereby intersecting the dashed locus corre-
sponding to a closed-loop pole in the right-half-plane. If the pilot closes the loop so that unity gain
" crossover" is achieved in the region of 1-3 rad/sec, which covers the range of usual "loose" to "tight"
piloted pitch attitude control, it may be seen that the closed-loop poles will lie very close to the open-
loop zeros. For example, a unity DC gain provides a crossover between 1.5 and 2.5 rad/sec and closed-loop
roots at -0.28 and +0.6r rad/sec. The resulting first-order divergence has a time constant of about 3.6
sec.

Curves of
22.5 Constant

M-..

I I I

-30 -20 -10 0 10 20 30
/(deg)

Figure 13. Cm Versus f From F-4 lookup Tables
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Shields, Ref. 3, and Bell and Ethridge,
Ref. 14, indicate th.it A-7 departure re-
covery is best accomplished by neutralizing
the cockpit controls or, preferably, "let-
ting go" of the stick. Tn Fig. 11, this
opens the loop and returns the aircraft _ 8i jW
roots to the stable open-loop pole position WSP I
and the aircraft then should recover by it- 2.0
self.

The difference in A-7 open- and closed-
loop responses may be observed from time 1.0
traces of a 6 DOF digital simulation using 6 -2.9(-3)(.866).28,.185J[27,14 1 d
nonlinear aerodynamics. Figure 15 shows . [163,.167][.71,.29[.36,.881[85,2.1 If W
open-loop lateral and longitudinal time SR
traces for the A-7 initially trimmed at 17.3

dep ao and 0 deg fo and with a ramp &e in- -1.01 I

put of 1.-' deg/sec. There is no indication T82  T83
o' instability at 9 deg a. An aileron
doublet is introduced to provide some exci- i 82
tation of the lateral modes, and it is sev- I P $'t

eral seconds before a slow directional di- - V 8
verge-e starts at approximately ?'. deg 1 o
(9 sec). Ft then couples with p fand a) to M
form a divergent lateral oscillation with a L O- - ..
period of approximately 11 sec. This is F 0 i
shown, Ref. to be an unstable lateral-

phugoid mode. Tt should be noted that for
symretric flight NId goes to zero at a

9' leg. 3dn r- T l

Figure 14 shows the system response when 100

the pitch attitude loop is closed with unity
gain 'as in Fig. 14) and a step Oc of 0.57 0 --

deg is introduced. The aircraft is initial- -200
ly trimmed for steady flight at a = 19 deg, . I
V = 6 deg, and T = 5 deg. A first-order a.
nose slice livergence is seen to start im- 30 -,

mediately even though N Odyn 0 does not I
occur intil a = 22., deg at = 6 deg. The ______________

divergence time constant of 3.6 sec for the -400
r, T, e, and a traces is consistent with the 1J ,--.0

closed-looD right-half-plane root location
pred.cted in Fig. 14. By the time 24 deg a
is reached the aircraft has long since de- Figure 14. Pitch Attitude Closure Survey,
parted. o = 19.P deg, 0o = 6 deg

The origin of 1/T9 3 was traced, Ref. 13, to the aerodynamic coupling terms . and N that arise in
asymmetric flight. It was also confirmed by the Ref. 13 piloted cImulation that variation in ;C' and N'
controls location of 1/T93 and the severity of the aircraft closed-loop control nose slice departure.
Further support comes from recent analysis and simulation of additional aircraft as summarized in Table 1.
Since it is indeed common for the pilot to be exerting closed-loop pitch control in high a flight, it
appears 1/T9 and/or its underlying parameters ( C and N') are worthy of consideration to avoid surprise
departures at angles of attack well below that for N~dyn 0.

CONCLUSIMS

The discussion has demonstrated that the more common frequency domain linear analysis techniques applied
to symmetric, frozen point airframe models may produce totally misleading or erroneous answers if the air-
craft exhibits significant coupling due to sideslip. These same analytic techniques provide valid predic-
tions in cases where Cm, C1, Cn are f(a,f) providing the frozen point model represents asymmetric trim
conditions and the analytic results are not applied to f excursions through zero.

The time vector and force and moment equation polygon linear analysis technique provides considerable
insight to the nature of coupled lateral-longitudinal motions and to cause-effect relationships. Thus, they
serve as a powerful adjunct to conventional lateral approximate factors in identifying aerodynamic or flight
control means of combating undesirable vehicle characteristics.

The coupling derivative ;C causes a significant decrease in the F-4 high a roll damping and hence in-
creases its tendency to wing rock. The constant amplitude, limit-cycle-like characteristic of the F-4 wing
rock is principally due to negative 1, coupling. This coupling term is also the source of the high-frequency
pitch oscillation that accompanies F- wing rock, and any aircraft exhibiting Yf J 0 in a region of sig-
nificant wing rock may have a propensity to longitudinal pilot-induced oscillation (PIO).

The cross-coupling derivatives X and Na together give rise to a non-minimum phase zero in the pitch
attitude control numerator and can cause closed-loop nose slice departure at angles of attack considerably
less than predicted by the open-loop parameter, N~dyn .

Continued application of these techniques is needed to increase understanding and interpretation of the
results and confidence in their usefulness.
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TABLE I. RELATIONSHIP BETWEEN SIDESLIP, PITCH ATTITUDE 7ERO,
AND CLOSED-LOOP DEPARTURE CHIARACTERISTICS

AIRCRAFT 0.0 f"0  1/T 3  NOSE SLICE
(3 CHiARACTERISTIC

2?1 1.5 +0.,z33 None
A

21 5.5 -0.6 Severe

19 0 -0.0114 None
B

19 6. -o.45 Moderate

~.1 .5 0.01 None

C ~ 5.5 -O.1q No apparent

nose slice

"or,
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GUST-VEHICLE PARAMETER IDENTIFICATION
BY DYNAMIC SIMULATION IN WIND-TUNNELS

by
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Institut fUr Flugmechanik

Deutsche Forschungs- und Versuchsanstalt
fUr Luft- und Raumfahrt e.V. {DFVLR)

Braunschweig-Flughafen

Introduction

Advanced small transport aircraft powered by turbo-prop powerplants normally fly
in the atmospheric regions where the most turbulence is encountered. These aircraft also
have wings with a high aspect ratio, which results in poor ride quality when the aircraft
flies through turbulence. This is the reason why the application of gust alleviation
systems for these aircraft is most promising. The proper design of gust alleviation
systems presupposes exact knowledge of the dynamic and instationary aerodynamic effects,
which are especially pronounced with high aspect ratio wings. This year the DFVLR
Institut fUr Flugmechanik and the IMFL will start a joint research program to develop
methods for identifying the instationary transient phenomena. For this purpose, different
experimental methods will be used, which compliment each other in many ways. The IMFL
uses their catapult free flight installation and the DFVLR uses dynamic derivative balan-
ces and their equipment for dynamic simulation in wind-tunnels. The same model will be
used at both institutes so that the results can be easily compared. The results will
show which approach is best suited to solve particular problems. This paper will give a
description of the DFVLR installation for dynamic simulation in wind-tunnels. Also de-
scribed will be the application of this installation in the above mentioned research
program and its capability and limitation.

Description

Fig. 1: The installation for dynamic simulation in wind-tunnels uses a remotely
controlled wind-tunnel model. The model flies in a special suspension frame which allows
freedom of motion in pitch, yaw, roll, and heave. This is sufficient for the simulation
of the short period longitudinal motion of conventional aircraft. The model has scaled
inertial properties which give it a dynamic response similar to the original aircraft.
The experimental installation includes a gust generator and a measurement van which
houses the model control devices, the measurement data processor, and various monitoring
devices.

Fig. 2: The model is a replica of a small transport aircraft powered by turbo-prop.
The model is constructed completely from carbon fiber reinforced material, which results
in a low weight, rigid structure. All control surfaces are driven by electric torque-
motors. The model is equipped with rate gyros, accelerometers, pressure transducers, and
angle of attack probes. All deflections can be measured using built-in potentiometers.
Power, control signals, and measured data flow to and from the model via an umbilical
cable.

Fig. 3: The advantage of this type of simulation is the good observability of all
state variables and all disturbances which act on the model. The testing time can be as
long as necessary to perform a detailed measurement of all important parameters.

Fig. 4: All standard test routines for dynamic response evaluation,such as harmonic,
impulse, and stochastic excitations, can be performed. Either the gust generator and/or
the control surfaces can be used to excite the model, as shown in figure 4. The response
can be evaluated using time histories, frequency response measurements, or power spectra
analysis.

Fig. 5: One of the main features of this installation is the gust generator. The
two gust generator flaps are driven by an electrohydraulic actuator. This device allows
a deflection of the airstream within the testsection of up to 10 degrees. The gust
generator can generate winds in the frequency range from zero to fifteen Hertz. It is
possible to generate various types of gust profiles, such as impulses, harmonic oscil-
lating, or stochastic. As indicated in figure 5, the complex aerodynamic processes,
which strongly influence the propagation of the gust field, have to be carefully con-
sidered when using the gust generator at high frequencies.

Fig. 6: The properties of the gust generator allow the simulation of a scaled down
stochastic gust field with a Dryden- or v. Karman characteristic. There is a strong
correlation between the measured power spectrum of the gust angle of attack and the
shaping filter output. This correlation can be maintained to a frequency of 8 Hertz.
Above this frequency, the natural turbulence of the wind-tunnel dominates. These
stochastic gust fields are used to test and evaluate gust alleviation systems for small
transport aircraft.

Fig. 7: Figure 7 shows these signals, shaping-filter output, gust generator flap
deflection, and the gust angle of attack, in the time domain. The bottom three signals
show good correlation. The instationary effects are small in amplitude and only appear
at higher irequencies. There, the natural turbulence of the wind-tunnel predominates,
and the instationary effects cannot be identified in the aG-plot.

Gj
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Fig. 8: For the identification of the instationary transient effects the appli-
cation of the maximum likelyhood method is suggested. Good identification of these
effects depends on a correct mathematical model of the aircraft motion, including the
instationary aerodynamics. Further it depends on the shape of the input signals. The
shape has to be optimised so that the desired phenomena are present with a measurable
amplitude. The important instationary effects are the lift-lag, as described by Wagner's
and KUssner's function, and the deadtimes required by the downwash or the gust to travel
from the wing to the elevator. The lift lags are approximated by linear transfer
functions of low order. The order of these approximations of Wagner's and Kussner's
function depends on the upper frequency at which the model can be excited. The validity
of these approximation is therefore limited. In order to keep the number of variables to
be identified as low as possible, the deadtimes do not appear explicitly in the mathe-
matical model. They are included within the wing and elevator angles of attack, which
are used as system input signals. Further, all control surface deflections are also used
as system input signals. Because the gust angle of attack can be measured at all
locations along the aircraft, the angles of attack at the wing and the elevator can be
computed quite accurately. The identification, which is currently in progress, will show
the feasibility of this approach. If it fails to give good results, the number of
variables will have to be increased to include an approximation of the deadtime, and the
angles of attack will have to be treated as a state variable.
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Fig. 1 Arrangement of the installation for dynamic simulation in wind-tunnels
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Fig. 2 Remotely controlled wind-tunnel model of the DFVLR

Fig. 3 Wind-tunnel model in flying position
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ROUND TABLE DISCUSSION
Chairman: Dr. Orlik-Rckemann

Ladies and Gentlemen, this is the final session of this meeting, namely, the Round Table
Discussion. Before I forget to mention it later, this part of our meeting will be recorded; co the
comments made here at the round table as well as the questions, comments and remarks from the floor will
all be put on tape. Therefore, I would be grateful if everybody would identify himself before he starts
speaking. Also, I am quite certain that by now you probably recognize some of us here. Just to make
sure, I will reintr,,duce the panel to you. On your left, we have Dr. Ken Iliff from NASA Dryden; then
we have Mr. Beaum, nt Thomas from RAE. My name is Kazik Orlik-Rickemann from NAE. On my left you have
Mr. Andrew Titirega from Northrop, and finally, Mr. Joseph Chambers from NASA Langley.

All of us have presented invited papers at this symposium, and each has appeared in a
different session, so that between the five of us we cover all the five sessions of the symposium. Now
each of us will speak ior a few minutes, covering some salient points of the topic of each particular
session, but not necessarily going over all the papers. After each such set of introductory remarks,
we will have a general discussion from the floor, with the participation, of course, of the members of
the panel. We will allow about one hour for this exercise, after which time, I understand, buses will
take us all to the Acropolis.

With your permission I will lead off this affair, since I was the invited speaker at the
first session. You will recall that the first session dealt with the subject of Wind Tunnel Techniques.
In my opening paper on Monday morning, I listed a fairly large number of wind tunnel techniques for dynamic
stability experiments. The question, of course, immediately arises as to which of these techniques are
the most important ones. The question also arises, on what grounds we should base such a possible assess-
ment. When thinking about this last night, I thought about three important criteria which may be consid-
ered in this connection. One is that the measurement of any particular parameter should be independent
of the mathematical modelling which involves all the other parameters as well. I will explain this in a
moment. The second is that the accuracy of measurements should be acceptable. The third is that the
technique itself should be applicable to experiments at much higher Reynolds numbers than it is currently
done.

If I may elaborate on the first point, this criterion really says that the experiment
should be based on a direct relation between the stability parameter to be determined and the physical
quantity which is being measured. Any other approach, such as solving a system of equations of motion
for a certain number of stability parameters, is an indirect approach, and if we go through such an
exercise, it appears that the results would always be dependent on the mathematical modelling. That is,
on the system of equations which has been used. If you then later change the system of equations, pro-
bably some of your results actually become irvalid.

The second criterion has to do with accuracy and you May notice chat I used the expression
"an acceptable accuracy", rather than "as high as possible" or anything like that. I would like to make
a strong point about this. A lot of people who are not working in our field may expert that we will be
delivering to them dynamic stability derivatives which are accurate within 1 or 2-. Partly, this is very
difficult to do, as I am sure many of you realize. More importantly, there is no need of doing this,
because most often, although there may be exceptions, in the general case we are not really interested
in variations smaller than maybe 20% to 50%. Certainly anything less than 20% would, in general, be
inconsequential as far as a study of the behavior of the motion of an aircraft is concerned. Fortunately,
the conditions to get this acceptable accuracy are similar to those stated in my first criterion, i.e.,
both these requirements are best fulfilled if you have a direct relation between the derivative to be
measured and the quantity which you are actually obtaining experimentally. This is very fortunate.

The third question has to do with Reynolds number simulation, and of course, this is a
standard problem in any aerodynamic testing. As you know, most of our aerodynamic experiments are always
carried out at too low Reynolds numbers. We are currently engaged in many countries of the world in pro-
viding facilities which will improve this situation. Many of the dynamic stability apparatuses which I
described in my opening paper are completely unsuitable for taking very high loads. Only certain classes
of those techniques can be actually operated so that very large normal loads of the order of several
thousand pounds or so can be accommodated. So this is the third criterion. Maybe I can very quickly
add that, for the moment, we are not really sure how dependent are the stability derivatives on the
Reynolds number. Of course, as Prof. Bogdonoff inquired before, at high angles of attack with all the
separated flows, shedded vortices and so on, there is probably a strong dependence. However, this still
remains to be proven and the possibility should not be completely eliminated that, after accumulating a
certain amount of data in this area, we may decide that certain phenomena are less critical than others
when the Reynolds number is concerned, so that experiments could actually be performed in lower Reynolds
number facilities, which is much less expensive. However, the first thing to do is to check it in as
high a Reynolds number environment as we can to find out what the situation really is.

Regarding the questions that I posed initially, what techniques would be considered most
important on the basis of these three criteria, it seems to me that the techniques involving forced
oscillation, steady roll and rotary balances are the ones which are the most promising at the present
time. When I say forced oscillation, I refer, of course, to a very broad category of techniques. It
includes oscillation in both the angular and the translational degrees of motion. It includes also
oscillation involving motion around a fixed axis as well as the snaking motion or porpolsing motion as
the gentleman from Greece suggested here two days ago. All those techniques are covered by the word
"forced osclllation". so it is really not just one apparatus or one type of approach.

There are many other things which I would like to say, but I think I will leave this to the
open discussion. I would like to close my remarks by recognizing the large number of topics which were
only very slightly touched upon during this meeting. The reason for this is partly because there was no
time, but even more importantly, because so far we don't really know enough about these things to present
a paper on the subject. I would like to list some of those topics to you. The first one is of very
large importance; the question of static and dynamic sting interference. Dr. Ericsson has already
touched on this. By static sting interference I mean the very fact that the sting is there which, for
instance, promotes transition near the base. The second, the dynamic sting interference, is the term
which I use for taking into account the fact that the sting itself vibrates or oscillates. This changes
your motion and can also introduce significant disturbances to the flow around the model you are studying,
especially at lw,- speeds. Another topic is wind tunnel interference. We have wind tunnel interference
not too badly ii hand for l,,w-speed steady experiments. However, for oscillatory work at high angles of



RTD-2

attack and especially in high transonic and subsonic ranges, there is simply nothing we know about this
as far as I am concerned. If anybody thiks otherwise, I would be happy to hear about it. Yet another
topic relates to the question of the desirable amplitude of oscillation. There is a whole range of
problems involving the choice whether you should test at a small amplitude or at a large amplitude. Ulti-
mately, of course, the answer rests with what kind of motion you are trying to simulate, and probably both
kinds of testing are in some cases justified. For the moment, most of the testing which we are all doing
employs th,. small amplitude approach, because this is a simpler way to do such tests. Prof. Bogdonoff
has already mentioned the fourth of the topics, which I have on my list here, and that is the effect of
wind tunnel flow unsteadiness. This is an important parameter even for steady experiments, and it goes
without saying that it could modify significantly any dynamic results you would be obtaining from oscil-
latory tests. This has hardly been looked into, and I am sure that we will find that our answers may be
considerably modified by this parameter. I certainly would like to encourage some work along those lines.

Then we have the problem that in many cases when we develop an oscillatory test technique
or any other dynamic test technique, we really don't know any answers. We may be measuring certain quanti-
ties fur the first time, and we have nothing to compare with. We have no expectations as to what will
materialize as the result of such an experiment. Here, I can encourage everybody who does this type of
testing to build some kind of a dynamic calibrator, such as was described by Dr. Han during the meeting.
In this way you can at least be assured that what you are getting in the way of in-phase and out-of-phase
moments or forces is actually correctly measured and correctly interpreted in your data reduction.

Then there are many other considerations such as detail construction problems: how to
construct the model, how to construct the apparatus. You are all familiar with the difficulties to con-
struct even static balances for very high loads. Well, these difficulties are amplified many times when
you try to construct a dynamic balance for very high loads, partly because the sting has to be much more
slender to provide some space for the model to oscillate in. Then we have questions regarding more advanced
instrumentation systems, more efficient data reduction programs, etc. I am just listing all this to give
you some ideas. Maybe somebody wants to address some of these topics. I would be very glad if he did.
With this, I would like to close my remarks, and I would like to ask for comments from the floor. Identify
yourself, please, as this is being recorded.

Mr. Antonatos
You listed the various topics, but you never used the word aeroelastic. I think that for

the dynamic simulators it is important these days for certain aircraft to consider the aeroelastic effects
as they affect the stability derivatives.

Dr. Orlik-RUckemann
I could not agree more. That is one of the many things I did not list. We are still very

far from measuring the dynamic stability on aeroelastic models, and in fact, I can see considerable dif-
ficulties in doing this. For every conceivable flight condition, the model would deflect slightly differ-
ently and so you would have to simulate or duplicate the flight condition and the aeroelasticity built
into your full-scale aircraft for a particular flight condition. For any other flight condition you may
end up having to test another model. Unless, of course, you try to build a few models with different
aeroelastic characteristics, and if so, one of them should be a completely rigid model. On the basis of
this, one could try to obtain some general guidelines as to how aeroelasticity affects the final results.

Dr. Ericsson
I would like to respond to Antonatos' question. In our work for the NASA Marshall Space

Flight Center, on the Apollo vehicles and now on the space shuttle, we found that you can use static
experimental data and dynamic rigid body data to firm up the theoretical model between the static and dy-
namic data that permits you, with the structural information, to predict the aeroelastic characteristics
of rather complicated vehicles. It is very much more difficult to dynamically simulate an elastic vehicle
in a wind tunnel than a rigid one. So, there is a lot of hope in this respect that it will be possible,
with good rigid body dynamic systematic data, to check out the theoretical model that will give you the
assurance that you can predict the aeroelastic characteristics.

Dr. Orlik-Rickemann
You are really basing this on the work you did for Marshall, you said, so this would have

to do with the long missile-type bodies?

Dr. Ericsson
Or, the recent work discussed on the space shuttle orbit just presented, which was exactly

the same thing. No, I am sorry, that was rigid body dynamics. We did the same thing for the elastic char-
acter istics for the piggy back, for instance, the orbiter on top of the 747, and also for the ascent con-
figuration. We haven't had, in those cases for the space shuttle, any data to compare with the aeroelastic
predictions. With the standup vehicle, the Saturn-Apollo, we did, and could show good agreement.

Dr. Orlik-RUckemann

So you are optimistic that the aeroelastic effects can be corrected for?

Dr. Ericsson
Yes, and I think this is very important because of the Reynolds number effect on flow

separation. You can go up to the high Reynolds number in the dynamic rigid body test, whereas, you would
have a hard time very often to have the dynamic simulation under those loading conditions, and also to
have the instrumentation in the elastic case to get the information needed.

Mr. Butler
I somewhat disagree with your comment that flight mechanics engineers should be satisfied

with derivatives from say 20 to 50% accuracy bands. This may hold true for the cross-coupling derivatives
or cross derivatives, but you take the direct derivatives for a specific maneuver and a specific deriva-

tive and the case I am thinking of would be, say, an aircraft in wingrock at high angle of attack. You
take the direct derivative Clp and you change that derivative by 20 and you get drastic changes in the
character of the maneuver. So that may hold true for some of the derivatives and a large part of the
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flight regime, but it doesn't cover the whole thing by a long shot.

Mr. Thomas
I would concur with what you have just said and add to it that in these days f control

systems, the derivatives for the controls should be known to the same sort of accuracy as the stiffness
derivatives.

Dr. Orlik-RUckemann
You have some actual cases where a 20 change in damping-in roll would affect significantly

the time-history of the flight?

Mr. Butler
Yes. I guess that is what I am saying. If you let me pick a particular so-called maneuver,

a particular derivative, I would pick a wingrock, the C 1 derivative. I can show you Irastic changes in
the wingrock motion with a 20. change in this derivative.

Dr. Orlik-Ruckemann
O.K. I stand corrected. But, I would tend to consider this as an exception that confirms

the rule.

Mr. Antonatos
All I was going to comment on was, whether we are talking about aircraft with real flexible

wings or in particular a vehicle that has a rather thick, possibly more rigid wing. I think that the
answers could be quite different.

Dr. Orlik-RUckemann
Alright, any more comments regarding wind tunnel testing techniques?

Mr. Thomas
I think you are kidding yourself a bit when you think that you can do your wind tunnel

tests completely devoid of a mathematical model. You must have some mathematical model in mind in order
to define what you are measuring. Otherwise you just execute any motion you like and come up with some-
thing for the forces and moments without any means of interpretation.

Dr. Orlik-RUckemann
Yes, but I didn't say that. I said that the measurement of a particular derivative should

not be dependent on the mathematical modelling involved with the other derivatives. For that particular
derivative that you are measuring, you must know what you are doing. But I don't want to measure a Cnr,
for instance, and make the answer dependent on what else I have in all the other equations of motiunl,
because then my answer obviously depends on the entire system of equations. If I change one term of it,
I will get another answer.

Mr. Thomas
It is a fine idea, but I don't know how long you will be able to keep on going that way.

Dr. Orlik-RUckemann
Using direct methods of measurement, you can do that. We are not solving any equations of

motion at all in our work.

Mr. Curry
I guess it is not clear to me what level of accuracy is required for the dynamic derivatives,

considering the capabilities of control systems. Can someone comment on this?

Mr. Thomas
Recently in the context of a discussion of the relative importance presently of different

derivatives, we drew up a chart and decided that perhaps damping derivatives were going down in importance
as, in fact, control derivatives were going up. In other words, apart perhaps from situations such as,
for example, Clp being nearly zero, you would not need to know the derivative (Clp in this instance) that
accurately if you were making things good by use of a control system. The derivatives for the appropriate
control by means of which the stability deficiency was being corrected would have to be known to the sort
of accuracy that one previously needed for Clp, when the latter directly governs the Dutch roll damping.

Dr. Orlik-Rickemann
You are talking about dynamic hing-moment derivatives?

Mr. Thomas
Primarily I meant that the rolling moment and yawing moment derivatives for the lateral

control, say, would assume an increased importance. In the full dynamics of the aircraft dynamic hinge-
moment derivatives would also be involved.

Col. Jejtlum
I would like to put a few comments in here, and it is nothing anybody here des not

know, but it has to do with how accurate the stability derivatives have to be. It seems to me that we
have been talking about control-configured vehicles, we had an excellent paper on that. I think that we
all realize that we can do some rather magnificent things with controlled configurations, lateral trans-
lation, direct lift, etc. We have been talking about high angle of attack and in general sort of alluding
to tasks. From my point of view, I think what I would like to say is that really the accuracy of the
stability derivatives, the accuracies that we require, depend entirely on the task that we are going to
assign that airplane to do. It seems to me that what we are talking about is task orientation. In other
words, the way that I would like to approach this ideally is to define a task that is to be accomplished.
For instance, if in a bombing task, we find that we can use side translation to increase accuracy, that
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is the objective. The objective is to give ourselves enough translation that we can achieve this increased
accuracy, but it seems to me that there is another very important part of this problem that establishes
requirements like alpha, G, Mach number, whatever we have. It establishes a performance level with respect
to flying qualities now, not conventional performance, but the flying qualities achievement that we want
from the vehicle. At that point, we get in the game as flight mechanists, if you will, as flight mechanics
people. We have to then establish that capability by either control system, aerodynamic design or what-
ever we have got. At that point, the thing that we haven't heard a lot about here, we really have to
optimize the pilot's capability to do that. In other words, anything that we give him which puts him at
x-l, which exceeds his capability to do, is not a worthwhile task to talk about. Consequently, having
achieved that task, then we get into what my business is, i.e., development. And that is to ensure that
we achieve goals, to confirm those limits that we think we have, to confirm the possibility to do it
finally. The accuracy that we demand at every step along the way is strictly dependent on what you want
to do with it in the final analysis.

Dr. Orlik-Pickemann
Thank you very mch. Now we will pass on to the next topic, and I would like to ask Ken

Iliff to make his comments.

Dr. Iliff
It doesn't seem particularly fair to me to ask someone who was in a session to summarize

what he thinks was important in that session, because there is a temptation to outline his own paper.
Therefore, I will try not to be very specific. I will try to outline just briefly what we covered and
address some questions as Dr. Orlik-Rickemann asked. I will then try to give some final thoughts.

The session I participated in was called Flight Test Techniques. I think that the present-
ations demonstrated that satisfying broad criteria is no longer adequate to ensure that the aircraft has
been satisfactorily tested. The satisfactory completion of flight test programs now requires estimation
of a large number of unknown coefficients and demonstration that the aircraft satisfies some very complex
criteria. A vast amount of the experience has been gained already in estimating the stability and control
derivatives (these are the linearized versions) from a great variety of aircraft. Yesterday's presenta-
tions showed that more complex problems are now being investigated by many different techniques. A complete
presentation of all the flight test techniques end problems being pursued would, of course, not be possible
in a reasonable amount of time. A fairly representative sample was presented during the session.

Some of the papers dealt with specific problems of testing new or modified aircraft config-
urations. These tests are viewed by some as the ultimate confirmation of both analytical and wind tunnel
test techniques. The other papers were primarily concerned with improving the ability to provide satis-
factory estimates of unknown coefficients for very complex systems or analyzing data that does not lend
itself to routine analysis. The current techniques appear adequate to solve the standard problems facing
flight data analysts. In other words, solving the problems that we have been working on for the past ten
years. The definition of satisfactory models for the more complex phenomena, many of which have been
discussed at length in this conference, remains a significant problem. The long-range goal of the flight
test analyst, I would say, is to obtain flight data with sufficient information to validate the models
supplied by the analytical experts and wind tunnel experts, some of whom have made presentations here.
The complete definition of the aircraft mathematical model will always depend on analytical or wind tunnel
tests. The flight test aircraft will at best be able to validate the predictions where the aircraft can
supply sufficient data for a thorough analysis at some points in the flight envelope. Then, on the basis
of this validation at these points, the prediction can be relied on to describe the vehicle throughout the
rest of the flight regime. In order to make this possible, better and more frequent communication must
take place between the experts supplying the models and the predictions and the specialists conducting the
aircraft flight test. This should result in the most meaningful problems being investigated in earnest.

In the meantime, the flight data analyst may need to resort to ad hoc techniques of model-
ling and identification. You may disagree with using ad hoc techniques, and by ad hoc techniques I mean
power series expansions generated in order to make the data fit better, but people are using them already,
and I think you can rest assured that they will continue to use them. I have some criteria that I like
to follow when complicating a model without phenomenological basis. When I am reading literature with
results that are obtained from flight test, I have six criteria that I like to apply to an analysis to
see if I believe that the analysis is particularly meaningful or if I think the analysis was done simply
in order to improve agreement between computed date and the measured data from flight.

1. The higher order statistics of the estimated coefficients of the solution ( e.g.,
f-tests and Cramer-Rao bounds) mst indicate that the estimates are valid.

2. The quality of the fit must be good, and even small discrepancies must be explained,
since these discrepancies can result in serious misinterpretations of non-linear systems.

3. The simplest model that adequately fits the data should be chosen. A more complex
model cannot be justified.

4. A consistent trend mst result for each estimated coefficient as each independent vari-
able is changed.

5. A plausible physical explanation for each resulting model should be found.
6. The most important task, in my mind, is the evaluation of the resulting mathematical

model and coefficients with a completely independent set of data.
In conclusion, I have a question that I would like to ask. Perhaps some of you will have

some ideas on this subject. The question is, are the non-linear methods being used for dynamic flight
maneuver analysis being applied with sufficient emphasis to dynamic wind tunnel tests? These techniques
appear to me to be natural candidates for the problems I have heard discussed here, like sorting out aero-
dynamic effects and tunnel turbulence effects. This may aid in comparing dynamic and static tests of the
same wind tunnel model and help get around some of the Reynolds number questions that are being raised.
The wind tunnel tests should make application of these techniques as they are more controlled experiments
than flight tests.

Mr. Thomas
On this question of the motions in wind tunnels, I think the motions that I outlined in my

talk are precisely those to which I would imagine you would apply more or less the same processes as you
do to the flight data, with some differences, perhaps. We might even draw you on the question of how you
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would, in fact analyze the information from such tests. In other words, if I take one or more of the
coefficients as a function of two or three of the variables, and I wish to retain it in that form and
not begin to develop it in a polynomial, can you think of any means of analyzing in that form?

Dr. llff
My response to that would be that I believe in most cases the dynamic testing can be a

more controlled experiment, so I would try to vary the state variables one at a time. Then I would vary
a combination of parameters to validate the analysis of varying them one at a time.

Mr. Thorns
Precisely, if you will recall, there was a progression in motion complexity for each test

and one underlay the other in that it already gives one piece of information.

Dr. Orlit-Rickemann
It appears to me that what you call a controlled condition of a wind tunnel test also means

that if your wind tunnel test is of the direct type, that I have been describing, then you really get this
particular parameter independently of any other considerations, so this is what you may need. Then you
can start putting it together. Of course, you may very correctly point out that this parameter may change
in the presence of motion in other degrees of freedom at the same time. No solution is ideal, but I think
that we should try to build it up from individual blocks, so to speak.

Dr. Iliff
I was just proposing an independent way of avoiding some of these very complex wind tunnel

rigs that are being designed. You are trying to obtain the effect of varying one parameter at a time in
Lhe tunnel, however, these techniques that we have used in flight tests are able to determine the effect
of varying several things at a time.

Mr. Rynaski
I would like to say a word about modelling. Modelling, I think, has much to do with the

task or the reason for the model. For instance, the person involved in performance is not necessarily
too concerned with rotary derivatives and a person who is involved in flutter testing may have require-
ments for an entirely different type of model. So, it is not necessarily always true that the identifi-
cation need reproduce all the motions that you see, or it need not match the time history data exactly,
as long as you are able to describe where the differences come from, so that your model depends on task
or the particular purpose that you have in mind for using it or generating the model in the first place.

Dr. Orlik-Rckemann
This confirms that if we have a kind of a building-block type of a system, superposing

different extra conditions, this will be really most amenable to application to all possible tasks or
situations.

Dr. Green
I would like to pick up the point that possible better parameter identification might

enable you to do some unscrambling of the low Reynolds number problems that you are faced with. This is,
after all, a meeting of the Fluid Dynamics Panel, and I think that before we finally leave the question
of tunnel testing and the low Reynolds number problems, I would like to suggest that there hasn't been in
this meeting enough emphasis on what exactly are the natures of the flows that are producing these non-
linear effects. I would like to plead in future for these experiments to be more concerned with identi-
fying the particular flow characteristics that are producing the non-linearities, because it is primarily
by understanding the flow that you will get an understanding of whether it is Reynolds number sensitive
or not. We should note that in the aerodynamic design field, quite good advances are being made in flow
field calculation methods and in allowing for viscous effects and calculating boundary layer development
and predicting where separation may occur even in difficult situations. These techniques are by no means
perfected yet, but nevertheless, if you are going to make an assessment of whether or not the flow you
are dealing with is going to be Reynolds number sensitive or not, they should be able to help in indicating
what kind of separation is occurring and where it is coming from.

Dr. Orlik-Rickemann
I would like co assure you, and I think that I can speak for everybody here, that the point

you are making is fully recognized. It is just that at this meeting, there have not been enough papers
presented on the aerodynamic aspects of these effects. Of course, one of the reasons may again be that
we haven't yet got too many experiments or analytical methods which we could use to explain this fully.
However, several speakers have at least alluded to some activities which are now being performed. There
are flow visualization tests which Mr. Titiriga has described; although they were in a water tunnel, they
still give us a handle on the mechanism of the flow. There are pressure tests on oscillating models which
Mr. Malcolm was describing, and so we are going in this direction, but this takes time. The whole business
of cross-coupling was not even known two years ago, at least when it comes to aerodynamic dynamic cross
coupling. Give us time.

Mr. Titiriga
One of the problems is the only good flow visualization techniques we have right now are

techniques that are performed at low Reynolds number. So far, we haven't found out how to get good flow
visualization in that big wind tunnel in the sky. There are very few techniques that I know of that can
give you adequate visualization. Some of the best visualization we have gotten is from vapor in the air
by accident; having chase planes photograph an airplane at high angles of attack and because of the moist-
ure r-tent of the air, we see some vortices, but some of the planned techniques just don't work.

Dr. Orlik-RUckemann
The next presentation or coment will be by Mr. Titiriga, who will address the subject of

Analytical Techniques.
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Mr. Titirita
Many achievements have been recorded here in the field of high angle of attack analytical

techniques. To name a few of them we have extended some of our analytical methods to include separated
flow effects, unsteady effects and some vortex induced aerodynamic effects. We have also defined some
criteria and levels of parameters which have improved the departure predictions. We have identified
some coupled parameters in defined regions of instability. Although we have made some significant pro-
gress, we still have some formidable tasks facing us in the future. The gambit of new aircraft designs
includes fore-bodies of various fineness ratios with round as well as elliptic cross-sections. We have
single and two vertical tails, we have lift generated by several techniques from conventional wing cir-
culation to lift generated by strong vortex systems originating from leading edge extensions or engine
inlets and to lift augmenLation provided by blended body concepts. Designs incorporate variable camber,
either leading edge alone or in combination with trailing edge devices. With all thcs. design trends, it
is rather hard to Psy what we should be doing here in the future. However, I believe that the future
analytical studies should be directed towards uncovering the tools necessary to allow the engineer to
successfully design these highly maneuverable airplanes within the time and the money constraints of the
program. To do this we have to identify the tools using dedicated research programs to uncover the aero-
dynamic mechanisms that are instrumental in providing spin resistance using data of existent departure
resistant aircraft.

This should be accomplished by a correlation of the analytical, experimental and flight
test data. From these correlations the overall minimum degree of analytical and experimental data soph-
istication required to adequately predict departure and spin characteristics should be identified. In
addition, within the various analytical and experimental techniques it must be determined how much soph-
istication is necessary. In other words, for the analytical prediction parameters and the methodologies
we are developing right now, what are the threshold values or the critical combination of these values
required to prevent departures? Is the requirement for sophistication of data highly configuration de-
pendent? We have vast amounts of analytical, experimental and flight test data available on a number of
aircraft. Because of the many constraints, individual contractors seldom have the opportunity to fully
correlate the data. Even if it is correlated it is only one segment of the total problem. All this data
must be brought together, analyzed and conclusions obtained. Individual successes with correlation
between certain parameters and flight test results indicates available data may produce other pertinent
relationships if the data were analyzed across the board instead of aircraft by aircraft.

Unidentified Comment
I would like to suggest that for our predictions to be meaningful the question of modelling

the propulsive forces will have to take on a stronger role. Prof. Bogdonoff did mention this, and I think
that in the current state of development, the problem is being treated properly. But, as we learn more
about the unpowered characteristics, we will then want to compare them with the powered characteristics
from flight. Some of the differences between the two will probably be related to propulsive effects,
particularly for configurations which have thrust off the axis and for configurations in which the pro-
pulsive flow can alter the fluid dynamics of the wing or control surfaces, such as jets impinging upon
control surfaces or affecting flow on wings. So, as the technology develops, Dr. Orlik-RUckemann says
that we have been in the business a short time, and this is understandable, but as we get further along
we will have to keep in mind that some of the effects we are looking at, will be highly interactive with
the propulsion systems.

Dr. Ericsson
I would like to comment on the topic which was covered by Mr. Titiriga. In your speech

you had several examples of the drastic effects of asymmetric vortex shedding. In that regard a simple
analysis sometimes can help out. I can reveal the experience we had in our missile business. It became
important that our missile would be able to make a sharp pull-up maneuver for range safety reasons, and
that put our missile in the high angle of attack region where these asymmetric vortices would occur. We
started looking at wind tunnel data, and as you know, it is a jungle. You can't get any data to establish
what is the maximum side load or side moment you could experience, because anything will change the wind
tunnel data: paint on the model, rolling it, anything, What we ended up doing was to try to estimate the
highest possible side load that we could get. We simply made the assumption that the side load to normal
force ratio could never exceed the transient condition you have for a cylinder normal to the flow where
you have the instantaneous lift to drag ratio. In doing that, we bounded all the existing data in the
literature on these side-force-to-normal-force ratios. The article will appear in the coming issue of
the Journal of Spacecraft. It was a very simple analysis to get the answer to the question that was
needed by the end of the week for a flight go or no-go decision. It so happened that the control capa-
bility was there, so it was yes.

Mr. Titiriga
I am not sure about using that kind of analysis. Would it be very conservative? In other

words, if you may not be really seeing those loads, I am sure it would influence the structural design of
the airplane. In other words, you might get loads that never are going to be seen and over design the
structure.

Dr. Ericsson
This was for ogive cylinder bodies. On an airplane you have more complications due to

the downstream surfaces. In this case it is simply the side load generated on the forebody that causes
the problem.

Mr. Titiriza
We did have problems with repeatability. I think that I mentioned that. We would go into

the wind tunnel, and one time we would have a very low value of this yawing moment and another time a
high value. Well, it just turned Out it was a high value on the airplane.

Dr. Ericsson Yes. It turns out that you probably never get the maximum value in the wind tunnel, because
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then you really would have to test all possible roll positions and also in different wind tunnels.

Unidentified Counent
I would like to support the plea for correlation of different configurations but for a

different reason. The designer just can't afford to wait for all these research problems to be carried
out. Could I take this a little further and maybe propose configuration studies, jather than correlation
of existing configurations? I am particularly concerned about the control of the Aircraft and the way
in which the separated flow and vortex flow affect the tail surfaces.

Mr. Titiriga
If I understand you correctly, you said that you would support the correlation of configur-

ations, but more than just on existing aircraft, on other configurations, for different reasons, i.e., to
help the designer? The reason I mention that was that there are data on existing airplanes that have been
correlated within the existing configuration, but that configuration was not compared to the other con-
figurations. I think that we have to do an across the board correlation here to come up with configur-
ation effects. We can see at some point in the papers that were presented here that in some cases people
were saying that they didn't have a configuration effect and in other cases it ias a strong configuration
effect. I think that they are both right. It depends on what you are looking t.

Dr. Or lik-RWckemann
Let us move on then. If I may ask Mr. Thomas to comment on Motion Analysis and Non-linear

Formulations, please.

Mr. Thomas
I am going to be very brief. We start from the concept tht this session shows you could

have, as one speaker earlier said, different models to fit different circumstances. That is, from very
complex ones to simple ones. The first paper by Tobak showed how to extend the model to include hy-
steresis effects. Now, I recall in the discussion subsequently, that somebody said that he had nothing
to say because it had all gone over his head. This work can at first sight seem like a complicated means
of proving what some may consider as obvious, but I feel very reassured by the fact that the answer comes
out as one would have expected on an intuitive basis. This is often the way that science proceeds. One
does things intuitively and then is able to prove everything in a rigorous mathematical way. The other
papers addressed themselves to questions of where the linear model is adequate, where it is not and how
far you can push the linear model. We were shown that we could extend the wll-known criteria for de-
parture to include certain terms of a coupling nature. I think that this s a fairly significant develop-
ment. Finally, we had two papers which showed that in the particular problems considered, very simplified
models including only non-linearities of a very particular and restricted nature were sufficient to answer
the problem in those special cases. It was a demonstration that the complexity of the model should match
the problems that you are trying to answer.

Dr, Orlik-RUckemann
Are there any comments from the floor? Obviously, everybody agrees. In that case we will

move on to Mr. Chambers who will comment on Sensitivity and Simulator Study session,

Mr. Chambers
Having a graphics department available, I decided to summarize my comments via slides, so

it will be easier for you, rather than hearing me read a presentation. I have tried to reiterate the
recent accomplishments that have taken place in the area of sensitivity studies ind simulator activity.
You have heard about these during the session today, and I extend my congratulations to the speakers for
some very interesting papers. I have decided not to spend too much time on the highlights that they have
discussed today, but rather to talk about what I view as future research requirements, particularly as
they relate to dynamic stability of aircraft at high angles of attack. Forgi,e me if I expand my comments
from sensitivity and simulator studies to other areas as well. I would like to bring to the attention of
the panel some very interesting areas of needed research. A

The first research requirement is the rather obvious need for sen tivity studies of con-
figurations. In discussing aerodynamics at high angles of attack, we are talking about aerodynamic phen-
omena which are very configuration dependent, down to very small details on eaclairplane. This simply
once again points out that we need to keep in mind that today's solution may not-apply to tomorrow's
airplane. Just to emphasize that a little, some of the fighter aircraft that are Ming looked at around
the world today, involve rather drastic changes in configuration from today's g.irInes. We can rest
assured that these aircraft will show us new aerodynamic phenomena, requiring new solutions both from
an airframe point of view and also from a control system point of view.

I would also like to plead that sensitivity studies be done for complete configurations,
with a complete set of aerodynamic data - as complete as we can measure with our limited.wind tunnel
techniques of today. I think that today we know very little about the effect of sach things as non-zero
sideslip on some of the very important dynamic parameters, and in aircraft motions experienced at high
angles of attack these may play very important roles in flight dynamics.

The third requirement is the need for probably the most important input into this problem,
aerodynamic data at high Mach number and Reynolds number. Personally, I am very excited about the possi-
bilities that are offered by the marriage of cryogenic and magnetic suspension techniques to,offer us the
capability of obtaining this type of data at high angles of attack. I think a very sigr~icant opportunity
exists there. In that same area of aerodynamic data there is an extreme need for estimation mthod for
use by aircraft designers today. Unfortunately, with the demise of interest in dynamic stability k
during the 1950's, there has been very little basic research done with a viewpoint towards supplying the
designer with the information he needs to estimate some of these derivatives. * .

Another important area is the status of theory to predict high angle of attack on
This is my personal viewpoint of how we stand today in being able to predict aircraft motions at high

angles of attack. As you can see, in the normal flight range and in the immediate post-stall range, oujrj
experience has been that the conventional approach is adequate. By that I mean static and forced.,scil-
lation aerodynamic data measured at the highest possible Mach and Reynolds number have been sufficient
inputs for the calculations At the other extreme, in the areas of very smooth steady spins, our exp*- "
ence has been that rotary spin type balance data is mandatory, and such data are quite adequate to predict



RTD-8

equilibrium spin conditions. The largest problem we face at the current time is that in between regions,
which I have labelled oscillatory spin or post-stall gyrations, which involve steady coning motions with
oscillations superimposed.

It may be of interest to the group as a whole that, with regard to simulator studies, our
experienpes at Langley have shown that certain aircraft control systems at high angles of attack can pro-
duce very disconcerting motion cues to the pilot, which don't show up with fixed base simulation. For
example, if you as an aerodynamicist cause the aircraft to roll about the stability or wind axis at high
angles of attack, the pilot senses this up in the cockpit as a yawing departure, although you have mini-
mized sideslip by implementing that control feature. It is very disconcerting to him, and it is very
apparent to him in a moving base simulator. As our computer storage banks grow, I think that we will
see more and more application of simulation to investigate areas of hazardous flight conditions, parti-
cularly the high angle of attack condition. Concluding in the area of simulation, I think that the
obvious application of such simulators to pilot training is a very ii.teresting one, and is being explored
by the US Navy and Air Force at this time.

I would like to make one last comment. This is a personal philosophy or concern, I might
add, which has to do with the relationship between our current interest in high angle of attack flight
dynamics and the relative interest in dynamic stability derivatives. I think it is interesting to note
that a majority of the papers in this symposium dealt with high angle of attack flight conditions. Fol-
lowing the Korean war, in the U.S.. there wasn't much interest expressed in high angle of attack flight
conditions, because we were going to build stand-off missile launchers, which would not require much
maneuverability or flight at high angles of attack. As a result there was an almost immediate degrada-
tion in our research on dynamic stability parameters, because the available estimation procedures worked
quite well in the conventional flight envelope. We within NASA, therefore, lost several unique facilities
and the work was stopped. It wasn't until the advent of the Viet Nam war and the recognition that fighters
were to be flown at high angles of attack, that there was a sudden interest in dynamic stability back in
the U.S. My personal concern is that we are faced with the situation today, wherein several current
fighters, as a direct result of research and development in the area, have demonstrated outstanding high
angle of attack characteristics; and there is a complacency at the current time among some military
planners with regard to the need for such maneuverability in the future or interest in the high angle of
attack area. I would like to point out to this group, that the realtive interest in dynamic stability
goes along with that interest in high angle of attack, and I certainly would hope that with the recogni-
tion of the unique new configurations that are coming forward, that certainly there should be no lessening
of this emphasis in this area.

Dr, Orlik-Rlckemann
Thank you Mr. Chambers. Comments from the floor please?

Unidentified Comment
I would like to make a general comment if I may, that has nothing to do with Mr. Chambers

presentation. I have heard nothing in this conference about ground effects on stability derivatives.
I was wondering whether anyone on the panel would care to discuss this in terms of its importance and
the relative state of the art.

Mr. Titirita
You must be referring to take-off data.

Unidentified Comment
No, I am referring both to take-off and landing data, such as the Concorde which, I

understand, exhibits ground effect characteristics. I was wondering whether they are of any importance
or whether they have any effect on the stability derivatives and what they are. Are investigations
going on in this area?

Dr. Orlik-RUckemann
I think that nobody has really done this type of investigation, maybe something at NASA

Ames in the 40' x 80' tunnel?

Mr. Titirixa
I think that we have to ask the ASA people.

Mr. Thomas
I don't know of any work going on in this area, I agree with you that there are lots of

things that we don't know about ground effects. Fortunately, it isn't one of the problems on combat
aircraft, but on transport aircraft it is very important. I was talking earlier in this meeting with
M. Charon from Lille and it seemed to me that their setup there was an ideal one for studying ground
effects using parameter identification techniques.

Dr. Orlik-Rlckemann
O.K. We will take two more comments.

M. Charon
Nous avons h l'Institut de Mcanique des Fluides de Lille une installation qui permet

effectivement d'dtudier lea effeta de sol. Vous avez entendu Ia deuxitme prdsentation qui Otait faite
par M. Verbrugge. I1 slagissait de maquettes catapultes qui permaettent donc d'ftudier l'effet de sol
dana des conditions rdelles de vol. Seulement, ce qua nous n'avons pas encore fait jusqu'h prdaent,
c'est une 6tude complate pour diterminer lee ddrivde en effet de Sol. Nous avons fait des dtudes
simplement qualitatives pour voir comment se comportaient certains appareils lots d'atterrissages.

Dr. Orlik-Rickemann
You are optimistic then, that it is possible to obtain derivatives with your technique?
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M, Charon
Oui, absolument.

Mr. Chaszeyka
Somebody in the audience mentioned earlier in these Round Table Discussions that aircraft

ground effects were not included in the agenda for this symposium, and that apparently little, if any,
attention is being given that subject anywhere. I wish to mention that the McDonnell Douglas Research
Laboratories, under the auspices Qf the Office of Naval Research, is conducting numerical investigations
in which a finite-difference scheme for the calculation of the flowfields associated with two three-
dimensional, incompressible, turbulent impinging jet configurations in ground effect is to be developed.
The results of this probram could be useful in potential flow paneling methods used to predict suckdown-
induced forces on complete VTOL aircraft configurations. The relationship to Harrier-type aircraft is
apparent.

The Fluid Dynamics Panel should be aware that there is a dearth of information on VTOL
flight dynamics from hover through transition to wing-borne flight. From the user's point of view major
issues in aerodynamics are the handling qualities and dynamics of VSTOL aircraft. Scientific investi-
gatiuns in those areas should be encouraged.

Dr. Orlik-Rickemann
Well, this will then conclude our round table discussion. I would just like to add some

commsents of my own on the general meeting. I proposed this meeting about two years ago, and at that time
some fears were expressed that the topic may simply not be important or significant enough and that the
level of activity was not high enough to warrant such a meeting. Fortunately, we went ahead with it
anyhow, and I think that the very good response to our call for papers, the number and the quality of the
contributions that we have had here, and the general turnout which even surpassed my optimistic expecta-
tions, all seem to indicate that the symposium has really fulfilled a real need.

Personally, and I think several people will join me in this, I think that one of the most
important things that we have accomplished was to bring together people who were pursuers of the dif-
ferent disciplines involved here. That is, wind tunnel people, flight test people, analytical people
and flight mechanics people. There are very few meetings where this type of get together takes place.
Direct contact and direct comnunications between all four groups will allow us to gradually achieve some
kind of understanding of the problems which are facing us today. As far as the meeting itself, it appears
from the lively discussion that it was probably not altogether bad. We have introduced a few new ideas
for the Fluid Dynamics Panel. We had a workshop session for instance, that we didn't try before as far
as I know. This was a nice safety valve for last minute information and nice propaganda talks like
Prof. Bogdonoff's. We also tried to select some of the speakers by inviting quite a large number of
papers, large by comparison with other meetings organized by the Fluid Dynamics Panel.

We will probably analyze all those facts later on in the business meeting of the Panel,
but so far it appears that the whole thing has worked fairly well. My only regret is that we did not have
enough time to discuss all the problems at a somewhat more leisurely pace. This is certainly something
that we are going to try to improve upon. With this I would like to turn the meeting over to the Chairmen
of the Fluid Dynamics Panel, Mr. Jones.

Mr. Jones
I am sure you appreciate the success of a meeting such as this depends on the attention

and the efforts of a number of people, and I would like to give a little recognition to some of those
people. First of all, to our hosts from Greece, General Trakakis, who is the Deputy Chief of Staff of
the Air Force, Brigadier General Achtidas, who is the National Delegate to AGARD and who was our host at
the reception on Monday evening, for making available to us these fine facilities for the meeting. To
Colonel Iosifides, who is the National Coordinator for Greece for AGARD activities and to Captain Panaras
who is the Fluid Dynamic Panel member and the coordinator for this meeting; we thank them for their
efforts in providing all the arrangements for the meeting.

Some recognition is due to the chairman, Dr. Orlik-RUckemann and his program committee
for providing such an excellent meeting. I would like to thank the speakers for putting together such
fine papers as we have had here. There are a number of others also involved. As you can tell from some
of the comments, one of the most difficult tasks is the translation. With the large number of speakers,
each very interested in his subject, it is a difficult job to follow the rapid speech, and I want to
thank the interpreters for an excellent job.

The AGARD staff worked very hard to put this meeting together and I would like to recogn-
ize the retiring Panel Executive, Mr. Michael Fischer, who worked very hard on this one and on others
during the past years. We are going to miss him in the future. I also would like to thank those of
you who attended and who contributed to the discussion which made the meeting a success. I now declare
the meeting adjourned.
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